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Micro-credit

In real life, poor people (no jobs, collateral, record of credit
history, etc) =⇒ no chance to borrow money from traditional
bank

=⇒ Borrow from the Institute of microfinance: Microcredit

Microcredit: provide small loan, < 200$ to poor-no access to
traditional bank people =⇒ help them improve their life.

My work: build a model to predict the interested result based
on microcredit data on Tunisia, collected by Nahla Dhib.
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Selection variable

Giving: n independent observed data:

output (response) variable + input (predictors) variables

Build a model: Select the ”best” subset of predictors

Explain data in simplest way ⇒ remove redundant predictors.

Many predictors ⇒ difficulty in interpreting data.

Save time, money (not measure redundant predictors)
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Problem

Giving: a set of microcredit data on Tunisia:

one response (economic effect) + 23 predictors

=⇒ Build an optimal model to predict ”economic effect” after
receiving microcredit

Need: Statistical tools + R-software

Linear logistic regression model

Selection procedure: Backward stepwise elimination algorithm

Akaike Information Criterion (AIC)

function glm(), stepAIC(), option ”k = 2”
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Linear logistic regression model

Given a data set of n independent observations:

Y = (Y1, . . . ,Yn)T : output vector, Y1, . . . ,Yn are i.i.d
random variables

X 1, . . . ,X k ∈ Rn: input vectors, X 1, . . . ,X k are linear
independent, defined on (Ω,P).

Y : yes/no, pass/fail, win/lose, alive/dead, etc., =⇒ logistic
regression model.
Describe Y by ”1” and ”0” =⇒ Y : Bernoulli distribution.

Let p(X ) = P(Y = 1|X ), P(Y = 0|X ) = 1− p(X ) then

E[Y |X ] = 1 · P(Y = 1|X ) + 0 · P(Y = 0|X ) = p(X ) (1)
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Linear logistic regression model

Define

odds =
p(X )

1− p(X )
(2)

logit(p(X )) = log(odds) = log
p(X )

1− p(X )
(3)

p(X ) ∈ [0, 1], odds ∈ [0,∞)

=⇒ range(logit(p(X )))= (−∞,∞).

Relationship between p(X ) and logit(p(X )) is a continuous
relationship.
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Linear logistic regression model

Given

n × (k + 1)-dim input matrix X = (1,X 1, . . . ,X k),
X 1, . . . ,X k ∈ Rn are linear independent, Xi is i th row of X

Output vector Y = (Y1, . . . ,Yn)T , Yi ∼ B(1, p(Xi )) where

p(Xi ) = P(Yi = 1|Xi ), i = 1, . . . , n,

Y1, . . . ,Yn are iid random variables.

Definition 1: (Linear logistic regression model)

The linear logistic regression model is defined by

logit(p(X )) = Xβ + ε (4)

where ε is an error, β = (β0, β1, . . . , βk) is k + 1-dim coefficient
vector.
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Logistic regression model

Estimation of parameters in logistic regression model

Give a data set of n samples:

Denote Y = (Y1, . . . ,Yn)T , Y ∈ {0, 1} is output vector,
X = (1,X 1, . . . ,X k) input matrix as in Definition 1.

y = (y1, . . . , yn)T : possible value of Y
Xi = (1, xi1, . . . , xik) is i th observation.

Problem

Estimate β = (β0, β1, . . . , βk)T =⇒ obtain the best fitting model
with observed data.

=⇒ Use maximum likelihood method,
Denote β̂ = (β̂0, β̂1, . . . , β̂k)T the MLE of β
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Logistic regression model

Estimation of parameters in logistic regression model

For observation (Yi ,Xi ), we have p(Xi ) = P(Yi = 1|Xi ),
i = 1, . . . , n

logit(p(Xi )) = log
p(Xi )

1− p(Xi )
= Xi · β =

k∑
j=0

xij · βj (5)

then

p(Xi )

1− p(Xi )
= exp{Xi · β} = exp{

k∑
j=0

xij · βj} (6)

p(Xi ) =
exp{

∑k
j=0 xij · βj}

1 + exp{
∑k

j=0 xij · βj}
(7)
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Logistic regression model

Estimation of parameters in logistic regression model

Each Yi |Xi ∼ Bernoulli(p(Xi ))

f (yi , β) = p(Xi )
yi (1− p(Xi ))1−yi

Log-likelihood functions l(β)

l(β) =
n∑

i=1

[yi log(p(Xi )) + (1− yi )log(1− p(Xi ))] (8)

MLE β̂ of β is the solution of

0 =
∂l(β)

∂βj
=

n∑
i=1

(yi − p(Xi ))xij = XT (Y − p(X )) (9)

=⇒ not linear wrt β: Newton−Raphson iteration method
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Logistic regression model

Newton−Raphson iteration method give us

β̂ = lim
l→∞

βl−1 +

[
(X tW l−1X )−1(X t(Y − p(X ))l−1)

]
β=βl−1

(10)

Properties of estimated parameter β

Let β̄ be the true parameter. By asymptotic normal property
of MLE,

√
n(β̂−β̄)

P−−−→
n→∞

N (0, [J(β̄)]−1), J(β̄) = E
[
−∂

2l(β̄)

∂β2

]
= XTWX

(11)
Hence,

V(β̂) ≈ [J(β̂)]−1) = (X tWX )−1|β=β̂ := V̂(β̂) (12)

sd(β̂) ≈ (X tWX )−1/2|β=β̂ := ŝd(β̂) (13)
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Logistic regression model

Properties of estimated parameter β (continue)

Test the significant of each individual coefficient:

H0 : βi = 0 versus H1 : βi 6= 0, i = 0, . . . , k
(14)

using the Wald-test:

Wi =
β̂i

ŝe(β̂i )
(15)

Based on Wald test, a 100(1− α)% confidence interval for βi
is

(β̂i − z1−α
2
ŝe(β̂i ), β̂i + z1−α

2
ŝe(β̂i )) (16)
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Akaike Information Criterion (AIC)

AIC derived from Kullback-Leibler (K-L) information

Akaike[1973] defined

AIC = −2logf (y , β̂)︸ ︷︷ ︸
goodness-of-fit term

+ 2k︸︷︷︸
penalty term

(17)

Goodness-of-fit term: distance between the unknown true
likelihood function of the data and the fitted likelihood
function of the model:

Model with smaller AIC → closer to the truth.

Penalty term: k reflects the number of variables in the model

⇒ In model selection, we try to balance between the
goodness of fit of model with parsimony. Model with smallest
AIC is chosen.
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Model selection procedure: Backward stepwise algorithm

Step 0. Start with full model M0. Generate k models by
deleting one by one variable from full model. Compute their
AIC. Delete Xr1 if model without it has smallest AIC.

Step 1. Start with M1 = M0 \ {Xr1}. Generate k − 1 models
by deleting variable in turn from M1. Compute their AIC.
Delete Xr2 if current model without it has smallest AIC.

Step 2. Start with M2 = M1 \ {Xr1 ,Xr2}. Generate k models
by deleting variable in turn from M2, and adding {Xr1 ,Xr2} in
turn to M2. Compute their AIC. Delete/add Xr3 if current
model without/with it has smallest AIC.

Similarly, procedure continues to remove or add back variable
to the current model as above manner.

Stop when adding or removing a variable increases the
criterion of the current model.
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Data
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Data
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Logistic regression with all input variable
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AIC optimal model

Recall AICi = −2 ∗ log − likelihood + 2 ∗ i
Result of running function stepAIC() on R-software, after 10
steps of Backward stepwise procedure.
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A discussion about the values AIC

Idea: Continue applying backward stepwise algorithm on AIC
optimal model: how AIC change when deleting more variables
from the optimal model.

Record AIC obtained by running backward stepwise algorithm
from full models → all variables are deleted.

The results are recorded in following table
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A discussion about the values AIC

Table: AIC of step models and variable dropped at each step:
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A discussion about the values AIC

Figure: Values of AIC at each step of backward stepwise
elimination procedure correspond to the number of remaining
variables in each step.
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The fitness of model obtained by stepAIC() function

Divide data into two parts:
+ learning data:300 observations, taken randomly

+ test data: 104 remaining observations.

Generating thirty sub-samples by this manner.

In each sub-sample,

Learning data: use to build sub-AIC optimal models
Test data: Use to test the fitness of these sub-AIC optimal
models with the data, based on p̂(Xi )

Recall

p̂(Xi ) =
expXi β̂

1 + expXi β̂
=

exp{
∑k

j=0 xij · β̂j}
1 + exp{

∑k
j=0 xij · β̂j}

(18)
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The fitness of model obtained by stepAIC() function

For each of 104 remaining observations (Yi ),Xi ),
i = 1, . . . , 104, compute p̂(Xi ),

If p̂(Xi ) ≥ 0.5 and Yi = 1 or p̂(Xi ) < 0.5 and Yi = 0, mark
this pair (Yi ),Xi ) as ”OK” pair.

If p̂(Xi ) < 0.5 and Yi = 1 or p̂(Xi ) ≥ 0.5 and Yi = 0, mark
this pair (Yi ),Xi ) as ”NOT OK” pair.

Count the number of ”OK” pair and ”NOT OK” pair to
compare.

Table 3.11 records the number of ”OK” pairs and ”NOT OK”
pairs in thirty sub-samples and in the whole data sample, using
AIC criterion.
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The fitness of model obtained by stepAIC() function
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The frequency of appearances of 23 variables in 30
sub-AIC optimal models

EDUC and FINAINCLUS appear in all 30 sub-sample models,
SAVING, OBJLOAN, GENDER, COLLATERAL appear in 29, 28, 26
and 23 sub-samples, respectively
=⇒ EDUC, FINAINCLUS, SAVING, OBJLOAN, GENDER and
COLLATERAL are the most important variables in the AIC optimal
models.
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Choosing final AIC optimal model

Consider again table 1 and table frequency appearance of variables
in AIC optimal model,

The BSA stops at step 10, the final model has 13 variables,
AIC = 293.88,

In the next 3 steps, forcing to remove USESAVING,

REPAYMENT and PROBLEM : =⇒ model with 10 variables, AIC
= 293.45 (smallest AIC of all). Other step-models have AIC
> 293.88

USESAVING, REPAYMENT,PROBLEM have low statistical
significance: their p-value are 0.18, 0.13 and 0.17,
respectively

Frequency appearances of USESAVING, REPAYMENT, PROBLEM
in 30 AIC sub-sample models are not really high, just 17, 13
and 12 respectively.
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Choosing final AIC optimal model

Notice FINAINCLUS has really high p-value, 0.985, a large
CI of coefficient, (-2016.217, 2054.791), but appears in all 30
AIC sub-sample models. =⇒ should not be removed from the
model but can not be trusted

=⇒ Reasonable consideration to keep the model at step 13 as the
final optimal model, i.e, the final model will contain 10 variables:
GENDER, EDUC, TYPCONTR, OBJLOAN, KINDIMF, FINAINCLUS,

SAVING, COLLATERAL, INDGROUP, BUSISECTOR

Nguyen Thi Thuy Van - Selection variables on micro-credit data in Tunisia



Introduction Staistical tools Variable selection to explain Economic effect

References

D. Collett 2003, Modelling binary data, chapter 3, Appendix
B1.

D.W. Hosmer 2000, Applied logistic regression, chapter 2.

H. Akaike 1973, Information theory and an extension of the
Maximum likelihood principle, page 619.

J.Newton 1999, Course Statistic 604, , chapter 2, 4.
http://www.stat.tamu.edu/∼jnewton/604/604index.html

J. Schwarz 1978, Estimating the dimension of a model, page
461.

J.S. Cavanaugh 2012, Course 171:290 Model Selection, lecture
2, 5.
http://www.maths.lth.se/matstat/kurser/masm22/lectures

Nguyen Thi Thuy Van - Selection variables on micro-credit data in Tunisia



Introduction Staistical tools Variable selection to explain Economic effect

References

L. Wasserman 2004, Course Intermediate Statistic 36-705 ,
Lecture note 16.
http://www.stat.cmu.edu/ larry/=stat705/Lecture16.pdf

L. Wasserman 2010, All of Statistics: A Concise Course in
Statistical Inference, chapter 10.

N. Tuan 2015, Lectures on R-software.

Pheakdei Mauk 2013, PhD thesis: Mathematical modeling of
microcredit, chapter 4.

S. Konishi 2008, Information Criteria and Statistical
Modelling, chapter 3.

T.S. Ferguson, A course in large sample theory, page 39.

Nguyen Thi Thuy Van - Selection variables on micro-credit data in Tunisia



Introduction Staistical tools Variable selection to explain Economic effect

THANK YOU FOR YOUR LISTENING

Nguyen Thi Thuy Van - Selection variables on micro-credit data in Tunisia


	Introduction
	Micro-credit
	Selection variable

	Staistical tools
	Linear logistic regression model
	Model Selection

	Variable selection to explain Economic effect
	Data
	Variable selection by AIC criterion


