OPTIMIZATION : TP. B. Nkonga

Numerical approximation of the Gradient

Let us consider a N x N matrix C defined as

21 0 -0
1 -2 1
C=1o0 0
: 1 -2 1
0 -~ 0 1 —2

The aim here is to differentiate analytically and/or numerically the functional defined for X € R" as

J(X) = %X- [AO)X| +B(X) X where  A(X) = A(X)C € BY x BY

We will investigate this differentiation for different formulations of A(X) € RY x RY and B(X) € R and
for differents size of the problem : N = 10, 100, 500, 1000, 10000, - - -, 1000000.

1) Constant A(X) and B(X) : In this case A(X) = Ay € RY x RN and B(X) = By € R". Use for
example :

T
Ag=(N+1)Id and Bo=|0,---,0, (N+1)

Fork=1---N, e=10"1 1072, 1074, 1078
: — _1
— Compute numerically (for example v = 777)
J(u+cey) and d*T(u) = T(u+cep) — J(u)

— Compute numerically (for example u = ﬁ)

di T (u)
- where (ek)j =0k
d* dr
~ Verify that [Vaj(u) -ek} - < J) ~ lim ( €j> = VI (1) -ep.
e=10-8 € Joiio-s 0\ €
— Compute the approximated norm || V.7 (u)]|. .
— Compute the approximated norm ||V.J (u)|| when u; = ﬁ, forj=1---N.

2) Linear A(X) and B(X) : In this case, use for example :
[A(X)} =aXi0y+(N+1)6; and B=pBX + By

ij
where « and 3 are constants, in practice takes it small.
— Compute a numerical approximation V.7 (u) of the gradient, for ¢ = 10!, 1072, 1074, 108
J
N+1
3) Memory Consuming : For N = 10% how many non zero coeficients in the matrix A(X ) compare it to N x
N. What can we do to reduce the memory. In this context, propose a memory optimized progammation.

whenu = 1/(N + 1) and when u; =



