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Algebraic varieties are homeomorphic
to varieties defined over number fields

Adam Parusiniski and Guillaume Rond™*

Abstract. We show that every affine or projective algebraic variety defined over the field of
real or complex numbers is homeomorphic to a variety defined over the field of algebraic
numbers. We construct such a homeomorphism by carefully choosing a small deformation of
the coefficients of the original equations. This deformation preserves all polynomial relations
over Q satisfied by these coefficients and is equisingular in the sense of Zariski.

Moreover we construct an algorithm, that, given a system of equations defining a variety V,
produces a system of equations with coefficients in Q of a variety homeomorphic to V.
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1. Introduction

In computational algebraic geometry one is interested in computing the solution set
of a given system of polynomial equations, or at least in computing various algebraic
or geometric invariants of such a solution set. Here by computing we mean producing
an algorithm that gives the desired result when it is implemented in an appropriate
computer system.

Such an algorithm should be stable with respect to a small perturbation of the
coefficients. But in general the shape of the solution set may change drastically
under a small perturbation of the coefficients. This difficulty is particularly apparent
if one has to deal with polynomial equations whose coeflicients are neither rational
nor algebraic numbers. The main goal of this paper is to show that, when we are
interested in the topology of such a solution set, one can always assume that the
polynomial equations have algebraic number coefficients precisely by choosing in an
effective way a particular perturbation of its coefficients.

*Research partially supported by ANR project LISA (ANR-17-CE40-0023-03).
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Theorem 1. Let V C K" (resp. V' C Py ) be an affine (resp. projective) algebraic set,
where K =R or C. Then there exist an affine (resp. projective) algebraic set W C K"
(resp. W C Pg) and a homeomorphism h: K" — K" (resp. h: Py —> Pg) such
that:

(i) the homeomorphism maps V onto W ;
(ii) W is defined by polynomial equations with coefficients in QNK;
(iii) the homeomorphism h is semialgebraic and arc-analytic.

Arc-analytic semialgebraic homeomorphisms play an important role in real
algebraic geometry, see Remark 12.

Remark 2. In fact we prove a more precise and stronger result. See Theorem 11 for
a precise statement.

In the proof of Theorem 11 we show that W can be obtained by a small deformation
of the coeflicients of the equations defining V. Let denote these coefficients by g; 4.
The deformation is denoted by ¢ + g; o (t) with g;(0) = g 4. This deformation
is constructed in such a way that every polynomial relation with rational coefficients
satisfied by the g; o is satisfied by the g; ,(¢) for every ¢, c.f. Theorem 4. So we
can prove that the deformation is equisingular in the sense of Zariski since this
equisingularity condition can be encoded in term of the vanishing and the non-
vanishing of polynomial relations on the g; o (¢). In particular this deformation is
topologically trivial.

The first part of this paper is devoted to the proof of Theorem 4, an approximation
result similar to the one given in [20]. In the next part we recall the notion of Zariski
equisingularity. The proof of Theorem 11 is given in the following part. Finally we
provide an algorithm that, given the equations defining V', computes the equations
defining W. This algorithm is based on the proof of Theorem 11.

1.1. Topologically trivial stratifications. Theorem 1 can be also proven by the foll-
owing general argument. Denote, as above, the coeflicients of the polynomials
Fi,..., F, defining V by g;, and denote their number by N. Let V CcKN x K"
be the zero set of Fiy,..., F,, where we consider their coefficients as parame-
ters (ci¢) € KV. Thus V is the fiber of 'V over (g; ). There exists a stratification §
of the coefficients space KV such that the fibres of 'V are locally topologically trivial
over each stratum. Such a stratification can be, for instance, constructed by Zariski
equisingularity, and in this case, by construction, each stratum S of § is described
by polynomial equations and inequalities in ¢; o with coefficients in Q. Therefore,
Theorem 1 follows from the fact that @ N S is dense in S (this follows, for instance,
from our Theorem 4). It seems that this argument was known to specialists in
equisingularity theory, though we couldn’t have found it in literature.

In the real algebraic (or semialgebraic) set-up one can put the above argument
in terms of Tarski’s transfer principle, cf. [4, Ch.5]. More precisely, let us first
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work over the real closed field of algebraic numbers Ry, = Q N R. By Hardt’s
trivialization theorem [9] there is a stratification of &y, of Rﬁg that trivializes V.
Moreover, the trivialization maps are semialgebraic. By Tarski’s transfer principle
both the stratification and the trivializations extend to R, that is the same equations and
inequalities give a stratification 8 of R, that is locally trivial with the trivializations
given exactly by the same formulae.

Our approach is slightly different since we do not stratify the coeflicient space.
Instead, as we explained above, we produce a deformation of the coefficients, that
preserves polynomial relations with rational coefficients and therefore is topologically
trivial. For the last argument we use Zariski equisingularity, since it works over
both R and C, and gives trivialization with many additional properties (including
semialgebraicity). This deformation is based directly on the properties of the field
extension of Q generated by the coefficients g; . For instance, it is particularly
simple if this extension is purely transcendental, see Remark 13.

Acknowledgements. We would like to thank an anonymous referee for drawing our
attention to the role of transfer principle in this context.

Notation. For a vector of indeterminates x = (x1,..., Xp), x! denotes the vector of
indeterminates (x1, ..., x;). To avoid confusion, variables will be denoted by normal
letters ¢ and elements of K will be denoted by bold letters t. For a field K the ring of
algebraic power series is denoted by K{x).

2. An approximation result

Let 2 C K’ be open and non-empty and let ¢ be an analytic function on 2. We say
that ¢ is a Nash function at a € 2 if there exist an open neighborhood U of a in €2
and a nonzero polynomial P € K[t1,...,?, z] such that P(t, ¢(t)) = Ofort € U or,
equivalently, if the Taylor series of ¢ at a is an algebraic power series. An analytic
function on €2 is a Nash function if it is a Nash function at every point of 2. An
analytic mapping ¢: 2 — K*¥ is a Nash mapping if each of its components is a Nash
function. Note that if €2 is connected and ¢ is Nash then, by analytic continuation, it
satisfies one polynomial equation P (t, ¢(t)) = 0 everywhere on .

We call a Nash function ¢: Q2 — K, Q-algebraic (and we note ¢ € QA(R)) if
(locally) it is algebraic over Q[¢], i.e. it satisfies a polynomial relation P (t, ¢(t)) = 0
for every t € Q with P € Q[t1,...,tr,z], P # 0. It is well known, in the case
when €2 is connected, that this means that the Taylor expansion of ¢ at a point
with coordinates in Q (or Q) is an algebraic power series whose coefficients lie in
a common finite field extension of Q, i.e. this Taylor expansion belongs to k{x),
where k is a subfield of K which is finite over Q (see [18] for example).
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Remark 3. Usually, Nash functions are defined as real analytic functions defined
on an open set 2 C R” whose graph is semialgebraic. In particular, £ has to be
semialgebraic. Here, we need a definition valid both for K = R and C. Moreover,
in practice, the open set 2 will always be connected, and one may choose £2
semialgebraic. Nash functions, as we defined above, are used sometimes in complex
algebraic geometry, see for instance [14]. Therefore, we have chosen a simple
definition, that is slightly more general than the usual one in the real case, but easier
to handle when we consider simultaneously the cases K = R and C.

Theorem 4. Let K = R or C. Lety € K™ \ Q™. Denote by k the field extension
of Q generated by the components y; of y. The field k is a primitive extension of a
transcendental finitely generated field extension of Q: k = Q(ty,...,t,)(z) where
the t; € K are algebraically independent over Q and z € K is finite of degree d

over Q(tq,....t).
Then there exist an open, connected and non-empty neighborhood of t=(t1, . ... t;),
U C K", a vector function well defined on U x K of the form

y(t,z) € Q)[]",
and a scalar function z(t) € QA(U) such that
z=z(t), y=y(tz),

and for every f(y) € Q[y]?, where y = (¥1, ..., Ym) is a vector of indeterminates,
such that f(y) = 0, we have

Sy(t.z2(1))) = 0.

Moreover, the function z(t) is algebraic of degree d over Q(t).

Proof of Theorem 4. We denote, as in the statement of the theorem, by k the field
extension of Q generated by the components of y, so k C K. Since there are finitely

many such coefficients, k is a finitely generated field extension of Q. Let t;, ... ¢,
be a transcendence basis of k over Q (with r > 1 because y ¢ Q™) and set
L := Q(ty,...,t.). By the primitive element theorem, there exists an element z € k
finite over IL and such that L(z) = k.
Foreveryi = 1,...,m we can write
d—1

Pik(ti, ... t) 4
U
k=0 QI,k 1secstr

where d is the degree of z over L, p; x (), qi x(t) € Q[f] and g; ¢ (t1,....t,) # 0.
By multiplying the p; x by some well-chosen polynomials we may assume that all
the ¢; x (t) are equal, let us say to g(¢).

Let P(t,z) € Q(¢)[z] be the monic polynomial of minimal degree in z such that

P(tl,...,tr,Z) =0.
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Let D C K" be the discriminant locus of P(z, z) seen as a polynomial in z (i.e. D
is the locus of points @ € K" such that a is a pole of one of the coefficients of P
or such that P(a,z) has at least one multiple root). Since P(ty,...,t;,z) has no
multiple roots in an algebraic closure of I, the point t is not in D. Then there exist
U C K"\ D a simply connected open neighborhood of t and analytic functions

wi:‘l,(—>]K, i=1,...,d

such that
d

P(t.2) = [ [z —wi)
i=1

and wq(ty,...,t,) =z

Moreover the t —> wj; () are algebraic functions over Q[¢]. Let us set Qg = Q
when K = R and Qg = Q 4+ iQ when K = C. Then w; € QA(U) and the Taylor
series of w; at a point of U N Qg is an algebraic power series whose coefficients
belong to a finite field extension of Q.

Since the polynomial ¢ is not vanishing at t the function

is a Nash function whose Taylor series at a point of Qg \{g = 0} is an algebraic
power series with rational coefficients.

Letb := (b1,...,by) € Qg N U\{g = 0}. Let us denote by ¢;(¢) the Taylor
series of wy. Then let p,(¢) € Q(¢) denote the Taylor series of ¢t — 1/¢(¢) at b.
For simplicity we can make a translation and assume that b is the origin of K.

Foreveryi = 1,...,m let us define

d—1
yi(ty, ..., tr,Z,0) =V Zpi,k(tl,...,tr)zk 2.1
k=0

and
y(t,z,v) = (yl(t,z,v), ...,ym(t,z,v)).
Let f(y) € Q[y]? such that f(y) = 0. We have that

f(y(tl,...,tr,z, %)) =0

or equivalently

ft, . ot ), g2t ... 1)) = 0.

But the function

t— [yt ... tr o1ty .. 1) @a(th, ... 1))
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is an algebraic function over Q[f] and ty, . . ., t, are algebraically independent over Q.
Thus we have that

Fy@r ..t 1, b)) 2t ... 1)) = 0.

Indeed, write f = (fi,..., fp) and for each i = 1,...,m consider the complex
valued function

q)i(l) = fi(y(ll,...,lr,§01(l1,...,lr),(pz(ll,...,[r))).

Note that ®; € QA(U) because sois w;. Let Py ; € Q[fq, ..., ¢, z] be a polynomial
of minimal degree such that Py ; (¢, ®;(#)) = 0. Note that Py ; is irreducible. Write

deg Py ;

Pi(t.z)= Y air(t)z*

k=0

Then a;o(t) = 0 since ®;(t) = 0. Therefore a; o(t) = O because t;,...,t, are

algebraically independent over Q. Hence P;; = P, ;z for some polynomial P;;,

and P, ; is aunit since P ; is irreducible. Therefore ®; (¢) vanishes identically on U.
This proves the theorem by defining

y(l’Z) = y([’27§02([))

and z(t) = w;(¢). Indeed the coefficients of the components of y(¢, z, ¢»(¢)) seen
as polynomials in z are rational power series by (2.1). Moreover ¢ (¢) belongs to a
finite field extension of Q(¢) of degree d since P (¢, z) is irreducible. O

The following lemma will be used in the proof of the main theorem:

Lemma5. Let ¢(t) € C(t) be apower series algebraic over Q[t] and P(t, ®) e Q[t, D]
be a nonzero polynomial of degree d in ® such that P(t,(t)) = 0. Lett € Q"
be such that t is not in the vanishing locus of the coefficients of P(t, ®) seen as
a polynomial in ®, and such that t belongs to the domain of convergence of ¢(t).
Then @(t) is an algebraic number of degree < d over Q.

Proof. The proof is straightforward: just replace ¢ by t in the relation P (z, ¢(¢)) = 0.
O

3. Zariski equisingularity

Zariski equisingularity of families of singular varieties was introduced by Zariski
in [28] (originally it was called the algebro-geometric equisingularity). Answering
a question of Zariski, Varchenko showed [24-26] that Zariski equisingular families
are locally topologically trivial. In the papers [25,26] Varchenko considers the
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families of local singularities while the paper [24] deals with the families of affine
or projective algebraic varieties. A new method of proof of topological triviality,
giving much stronger statements, was given recently in [17]. The case of families
of algebraic varieties was considered in Sections 5 and 9 of [17]. The version
presented below follows from the proof of the main theorem, [17, Theorem 3.3]; see
also [24, Theorems 3.1 and 4.1] in the complex case and [24, Theorems 6.1 and 6.3]
in the real case, and [17, Proposition 5.2 and Theorem 9.2] where the algebraic global
case is treated.

Theorem 6 ([17] and [24]). Let 'V be an open connected neighborhood of t in K"

and let Ov denote the ring of K-analytic functions onV. Lett = (t1,...,1t,) denote
the variables inV and let x = (X1, ..., Xy) be a set of variables in K". Suppose that
fori = kg, ...,n, there are given
d;
Fi(t,x") = xl.di + Zai_l,j(t,x’_l)xid"_] € Oyl[x'],
j=1

with d; > 0, such that:

(i) foreveryi > ko, the first non identically equal to zero generalized discriminant
of Fi(t,x'71 x;) equals F;_1(t,x'™') up to a multiplication by a nowhere
vanishing function of Oy,

(ii) the first non identically zero generalized discriminant of Fy, is independent of x
and does not vanish on V.

Let us set for everyq € 'V, Vg = {(q,x) € V x K" | F,,(q,x) = 0}.
Then for every q € 'V there is a homeomorphism

hq: {t} x K" — {q} x K"
such that hq(Vy) = V4. Moreover, if F, = Gy ...Gg then forevery j =1,...,s
he(G71(0) N ({t} x K")) = G71(0) N ({q} x K").

For the notion of generalized discriminants see Subsection 6.3.

Remark 7. The homeomorphism /4 of Theorem 6 can be written /14 (t, x) = (q, Wq(x)),
i.e. as a family of homeomorphisms W,: K" — K”. If F; are homogeneous poly-
nomials in x, then the homeomorphisms W satisfy, by construction,

VA e K*, Vx e K" Wy(Ax) = AWq(x).

Hence if we define P (Vy) = {(q.x) € VxPg | F,(q.x) =0}, the homeomorphism
induces an homeomorphism between IP(V;) and P (V).
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Remark 8. By construction of [24-26] and [17], the homeomorphisms /4 can be
obtained by a local topological trivialization. That is there is a neighborhood ‘W of t
in K" and a homeomorphism

O:Wx K > Wx K"

such that ®(q,x) = (q, hq(x)). Moreover, as follows from [17], we may require
that:

(1) The homeomorphism & is subanalytic. In the algebraic case, that is in the case
considered in this paper, we replace in the assumptions O+ by the ring of K-valued
Nash functions on V. Then ® can be chosen semialgebraic.

(2) @ is arc-wise analytic; see [17, Definition 1.2]. In particular each /g is arc-
analytic. It means that for every real analytic arc y(s): (—1,1) — K", hq o y is real
analytic and the same property holds for h;l.

4. Generic linear changes of coordinates

Let f € K[x] be a polynomial of degree d and let k be a field extension of Q
containing the coefficients of /. We denote by f the homogeneous part of degree d
of f. The polynomial

F (X1, Xpe1.1) 20,

otherwise f would be divisible by x, — 1 which is impossible since f is a
homogeneous polynomial. So there exists

(1, -+ pin1) € Q1

such that ¢ := f(ul, .+ Mn—1,1) # 0. Then let us denote by ¢,, the linear change
of coordinates defined by

Xi —> X; + pix, fori <n,

Xp —> Xp.

We have that 3

ou(f) = cx;l +h,
where / is a homogeneous polynomial of degree d belonging to the ideal generated
by x1,...,Xs—1. So we have that

d
ou(f) =cxf + 3 a;(x""Hxi™
=1

for some polynomials a; (x"~ 1) € k[x"~1].
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Remark 9. If g = g1...gs is a product of polynomials of k[x], then the linear
change of coordinates ¢,, defined above also satisfies

d
ou(gi) = cixgt + Y ai; ("t
j=1

for some nonzero constants ¢; € k.

Remark 10. For every f € k[x] of degree d where k C K and © € Q"~!, we have
that

p-poou(f) =1
Let us define the support of f =), cnn faX® as

Supp(f) :={a € N" | fo # O}.
Let us assume that
ou(f) =) fax®

for some coefficients f, € k. Then the coefficient f, has the form

fa = Pa(lu,l,...,/ubn—la fﬁ/)
for some polynomial Py € Z[u, f4] depending only on the f4 with |B| = |e|.

5. Main theorem

‘We can state now our main result:

Theorem 11. Let V CK" (resp. V C Py ) be an affine (resp. projective) algebraic set,

where K =R or C. Then there exist an affine (resp. projective) algebraic set W C K"

(resp. W C Pg) and a homeomorphism h: K" — K" (resp. h: Pg — Pg) such

that:

(i) The homeomorphism maps V onto W;

(ii) W is defined by polynomial equations with coefficients in Q N K;

(iii) The variety W is obtained from V by a Zariski equisingular deformation. In
particular the homeomorphism h can be chosen semialgebraic and arc-analytic;

(iv) Let g1,...,8s be the generators of the ideal defining V. Let us fix ¢ > 0.
Then W can be chosen so that the ideal defining it is generated by polynomials

g\, .... g, € Qx| such that if we write
gi= Y gaxX® and gj= ) g ,x°
aeN” aeN”

then for every i and a we have that:

|8ie — &i ol <&
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(v) Every polynomial relationship with rational coefficients between the g; o will
also be satisfied by the g; .

Remark 12. Arc-analytic semialgebraic maps were introduced first in [11]. By [2]
they coincide with the category of blow-Nash maps (i.e. blow-analytic and
semialgebraic maps), and thus as blow-analytic homeomorphisms they appeared
already in the classification of real singularities in [10]. Arc-analytic semialgebraic
maps and homeomorphisms are often used in real algebraic geometry. They
share many properties of regular morphisms but are more flexible. For instance,
arc-analytic semialgebraic homeomorphisms preserve the weight filtration and the
virtual Poincaré polynomial [15], but the equivalence relation defined by such
homeomorphisms does not have continuous moduli [17]. For more, the interested
reader may consult the survey [13] and the Kucharz—Kurdyka talk on 2018 ICM [12].

Remark 13. We will see in the proof the following: let k denote the field extension
of Q generated by the coefficients of the g; and assume that k # Q (otherwise there
is nothing to prove). By the primitive element theorem, k is a simple extension of a
purely transcendental extension I of Q, i.e. Q — L is purely transcendental and
L. — k is a simple extension of degree d. Then the coefficients of the g} belong to
a finite extension of Q of degree < d.

In particular if QQ — k is purely transcendental then W is defined over Q.

Remark 14. In fact, (v) implies that:
Vi,d gia=0= g/, =0.
If ¢ is chosen small enough we may even assume that
Via gia =0+ g, =0.

Proof of Theorem 11. Let us consider a finite number of polynomials g1, . . ., g5 € K[x]
generating the ideal defining V' and let us denote by g; , their coeflicients as written in
the theorem. After a linear change of coordinates ¢, with u € Q"1 as in Section 4
we can assume that

Dr

oulgr) = crxfr + an_l,r,j(x”_l)x,f’_j = Z anrpx? Vr=1,...s.
j=1 BeN”

Moreover by multiplying each ¢, (g,) by 1/c, we can assume that ¢, = 1 forevery r.
We denote by f, the product of the ¢, (g,) and by a, the vectors of coefficients a,, , g.
The entries of a, are polynomial functions in the g; , with rational coeflicients, let
us say

ap = An(gi,a) (5.1)

for some A, = (Anrg)rpg € Q(ui’a)N" for some integer N, > 0 and some new
indeterminates u; 4.
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Let [,, be the smallest integer such that

An,ln (an) ?é 0,

where A, ; denotes the /-th generalized discriminant of f,. In particular we have
that
Api(an) =0 VI <l,.

1

After a linear change of coordinates x"~" with coefficients in Q we can write

An,ln (an) = en—lfn—l with

dnfl

dn— -2\ dn_1—J

Jn—1 = Z an—l,f}x’3 =x,"7" + Z bn—z,; (X" 2)x,
BeNn—1 =1

for some constants e, —1,a,—1,8 € k, withe, 1 # 0, and some polynomials b, > ; €
k[x"~2]. We denote by a,,_; the vector of coefficients a,,_; 8- Letl,_1 be the smallest
integer such that

Ap_1,_,(an—1) # 0,

where A, _; ; denotes the /-th generalized discriminant of f,_;.
We repeat this construction and define a sequence of polynomials f;(x/), j =
ko, ...,n — 1 for some kg, such that

dj
d; 1. dj—k
Aj+1,lj+] (aj+1) =e; (xj-/ + ij—l,k(xj l)xj./ )
k=1
= "J’( > aj,ﬂxﬂ) =e;f;

BeNJ

is the first non identically zero generalized discriminant of f;, where a; denotes
the vectors of coordinates a ; g in k™~J i.e. we have that:

Ajtig @) = ej( > aj,ﬂxﬂ> =ejfj (5.2)
BeNJ
and
Ajtriaj1) =0 VI <ljy, (5.3)

until we get f, = 1 for some ko > 0.

By (5.2) we see that the entries of a; and e; are rational functions in the entries
of aj41 forevery j < n. Thus by (5.1) we see that the entries of the ax and the ¢;
are rational functions in the g; , with rational coefficients, let us say

ax = Ar(gia). €j = Ej(gia)
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for some Ay € Q(ui,a)Nk and E; € Q(u; ) for every k and j, where the u; , are
new indeterminates for every i and .

By Theorem 4, there exist a new set of indeterminates ¢ = (¢, ...,%), an open
domain U C K", (t1,...,t,) € U, polynomials g; o(t,2z) € Q(z)[z], for every i
and o, and z(¢) € QA(U) such that g; o (t, z(t)) = gi o for every i and «.

Since the a; and the e are rational functions with rational coefficients in the g; o,
the system of equations (5.3) is equivalent to a system of polynomial equations with
rational coefficients

(i) =0. (5.4)
By Theorem 4 the functions g; (¢, z(¢)) are solutions of this system of equations.

Because e (gi,o) = €(8i«(t, z(t))) # 0 for every j, we have that none of the
e;(gia(t,z(t))) vanishes in a small open ball V C U centered at t.

In particular we have that

ej(giat,z(t))) #0 Vj, VieV. (5.5
Fort €e Vandr =1,...,s, we define
grt.x) =Y gialt.z(1)x",
aeN”

Fa(t.x) =[] Gr(e. ),
r=1

where G(t,x) = Z An,r’ﬂ(gi,a(t,z(t)))xﬂ, r=1,...,s,
BeN”

and for j = kg,...,n—1
Fi(t.x)= Y Ajp(gialt.z(0)x".

BeNJ

In particular we have that G, (t, x) = ¢, (g-(x)) for every r.

Let us denote by O the ring of K-analytic functions on V. In particular we have
that 5 j(t,x) is a polynomial of Oy[x'], of degree d; in x, such that the coefficient
of xj" is e;(gia(t,z(t))) and whose discrimipant (seen as a polynomial in x;) is
equal to e;_1(giq(t, (1)) Fj—1(t, x) € Oy[x/~1] for every j by (5.4).

Thus the family (F;); satisfies the hypothesis of Theorem 6 by (5.5). Hence, the
algebraic hypersurfaces

Xo :={F,(0,x) =0} and X;:={F,(1,x)}

are homeomorphic. Moreover the homeomorphism between them maps every
component of Xy defined by G,(0,x) = 0 onto the component of X; defined
by G, (1, x) = 0. This proves that the algebraic variety defined by

tou(g1) = = pu(gs) = 0}
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is homeomorphic to the algebraic variety

{G1(0.x) = -+ = G,(0,x) = 0,
which is defined by polynomial equations over Q. Thus V' is homeomorphic to

W= {g1(x) = -+ = gi(x) = 0}.

Moreover since Q N K is dense in K, we can choose q € Q as close as we
want to t. In particular by choosing q close enough to t we may assume that (iv) in
Theorem 11 is satisfied, since y, t — z(¢) and the g; o, are continuous functions.

Finally we have that z(q) is algebraic of degree < d over Q by Lemma 5 (see
Remark 13).

Thus Theorem 11 is proven in the affine case. The projective case is proven is the
same way by Remark 7. O

We can remark that Theorem 11 (v) implies that several algebraic invariants are
preserved by the homeomorphism /. For instance we have the following corollary:

Corollary 15. For ¢ > 0 small enough the Hilbert—Samuel function of W is the
same as that of V.

Proof of Corollary 15. Let hy,...,hy, be a Grobner basis of the ideal I of K[x]
generated by the g; with respect to a given monomial order <. Let us recall that for

f=)" fax® €K[x]. f#0,

aeN”

we denote the leading term of f by

LT(f) = faox®.

where g is the largest nonzero exponent of the support of f with respect to the
monomial order:

Supp(f) = {x € N" | fo # 0}.

A Grdobner basis of 7 is computed by considering S-polynomials and divisions (see [6]
for more details):

— the S-polynomial of two nonzero polynomials f and g is defined as follows: set
LT(f) = ax® and LT(g) = bx? with a, b € K*, and let x® be the least common
multiple of x® and x#. Then the S-polynomial of f and g is

S—a x8—8

af_b

X

S(f.g) = g
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— the division of a polynomial f by polynomials fi, ..., f; is defined inductively
as follows: firstly after some renumbering one assumes that

LT(f1) 2 LT(f2) = --- = LT(f).

Then we consider the smallest integer i such that LT( /) is divisible by LT( f;). If
such an i exists one sets

O LT(f)
‘' LT(f)

(€Y
J

and qg-l) =0 forj#i and r®M =0.

Otherwise one sets ¢ ; © = 0 for every j and r) = LT(f). We repeat this process

by replacing f by
I
f=3 -,
j=1

After a finite number of steps we obtain a decomposition

I
f=) ajfi+r
j=1

where none of the elements of Supp(r) is divisible by any LT( f;). The polynomial r
is called the remainder of the division of f by the f;.
Thus we can make the following remark: every remainder of the division of some

S-polynomial S(gi, g;) by g1, ..., gs is a polynomial whose coefficients are rational
functions on the coefficients of the g.
The Buchberger’s algorithm is as follows: we begin with g1, .. ., g5 the generators

of I and we compute all the S-polynomials of every pair of polynomials among the g;.
Then we consider the remainders of the divisions of these S-polynomials by the g;.
If some remainders are nonzero we add them to the family {g1, ..., gs}. Then we
repeat the same process that stops after a finite number of steps.

By the previous remark if /2 denotes the remainder of the division of a S-poly-
nomial S(g;, g;j) by the gi then we have a relation of the form

)
S(gi.g)) =) bigi+h (5.6)

=1

and the b; belong to the field extension of Q generated by the coefficients of the g;.
Let hg denote the coefficient of xP in h. Then for those h g that are nonzero,
Equation (5.6) provides an expression of them as rational functions in the g; 4, let us
say

VB € Supp(h) hp = Hp(gia) (5.7
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For those /g equal to zero Equation (5.6) provides a polynomial relation with rational
coeflicients between the g; 4:

VB ¢ Supp(h) Hg(gia) =0. (5.8)

And Equation (5.6) is equivalent to the systems of equations (5.7) and (5.8). This
remains true if we replace the g; by polynomials whose coefficients are rational
functions in the g; o with rational coefficients. Thus the fact that &q,..., Ay, is a
Grobner basis obtained from the g; by Buchberger’s algorithm is equivalent to a
system of equations

Or(giw) =0 fork e E, (5.9

where E is a (not necessarily finite) set. Thus by Theorem 11 (v) we see that these
equations are satisfied by the coefficients of the g7, hence the ideal defining W has
a Grobner basis /), ..., h, obtained from the g; by doing exactly the same steps in
Buchberger’s algorithm, and Supp(h;) C Supp(h;) for every i.

Moreover, the initial terms of the /; are rational functions in the g; o with rational
coefficients, let us say H;(g; ) for some rational functions H;. By choosing & small
enough we insure that

Hi(gl/',a) 75 0 Vi.
Thus the leading exponents of the £} are equal to those of the /;. In particular the
Hilbert—Samuel function of W is the same as that of V', and (iv) in Theorem 11 is
proven. O

Remark 16. In fact we have proven that the ideal of leading terms of [ is the same
as the ideal of leading terms of the ideal defining W. So we could have concluded
by [8, Theorem 5.2.6] for instance.

6. Complete algorithm

6.1. Settings.

Input. (1) Polynomials gi,...,gs € K[x] whose coefficients g;, belong to a
finitely generated field extension k over Q;

(2) A presentation
k =Q(ty,....t.,z),

where the t; are algebraically independent over Q and z is finite over Q(tq,...,t;);
(3) The minimal polynomial P(z) of z over Q(tq,...,t;);

(4) The g; o are given as rational functions in the t; and z, and the coefficients of P (z)
as rational functions in the t;;

(5) A positive real number ¢.
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Moreover we assume that the t; and z are computable numbers [23]. Let us
recall that a real computable number is a number x € R for which there is a Turing
machine that computes a sequence ((;,) of rational numbers such that |x—q,| < ,ll for
every n > 1. A computable number is a complex number whose real and imaginary
parts are real computable numbers. The set of computable numbers is an algebraically
closed field [19]. More precisely if ty, ..., t, are computable numbers such that for
everyi € {l,...,r} (qin)x is a sequence of Q + iQ computed by a Turing machine
with [t; — q; 4| < % for every n, and if z € C satisfies P(t,z) = 0 for some reduced
polynomial P(t,z) € Q[t, z], then one can effectively find a Turing machine that
computes a sequence (q), of Q + iQ such that |z — q,| < ,ll for every integer n.

Output. Polynomials g/, ..., g, € (Q N K)[x] with the properties:

(1) The pairs (V(g;), K") and (V(g;), K") are homeomorphic, and the homeomor-
phism is semialgebraic and arc-analytic;

(2) The coeflicients g; , of g; satisfy the properties:

8ia 70 gia #0,
|8« — il <& foreveryianda,

and every polynomial relation with coefficients in Q satisfied by the g; o is also
satisfied by the g; .

6.2. Algorithm. We present here the successive steps of the algorithm.

(1) We make a linear change of coordinates with coefficients in Q, denoted by ¢,
with i € Q"~!, such that each of the g; is a monic polynomial in x,, of degree deg(g;).

We denote by f; the product of the g; after this change of coordinates, and by a,,
the vector of the coefficients of the g; after this change of coordinates (seen as a
polynomial in x;).

(2) Forevery j fromn to 1 we do the following: let us assume that f; is a polynomial

: . . deg(f
in x1,...,x; having a nonzero monomial ejxjeg(f"), e; € k*. We denote by a;
the vector of the coefficients of f; seen as a polynomial in x;. We consider the
generalized discriminants A ;; of f; with respect to x;, and we denote by /; the

smallest integer such that
Aj,lj(aj) ?é 0.

These polynomials A, (a;) can be effectively computed (see 6.3).

We perform a linear change of coordinates (with coefficients in Q) in xy, ..., x;_1
suchthat A ;; . (a ;) becomes aunit times a monic polynomial of degree deg(A ;1 (@)
in x;_1, and we denote by f;_; this new monic polynomial.

(3) We stop the process once we have that f;_; is a nonzero constant.
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(4) We consider (5.2) as a system of polynomial equations that will allow us to
compute the expression of the e; as rational functions in the g; 4.

(5) We denote by P(¢, z) the monic polynomial of Q(¢)[z] such that P(t,z) = P(z)
is the minimal polynomial of z over Q(t).
By replacing ¢ by a smaller positive number we may assume that

dist(t, Ap) > 2e,

where Ap denotes the discriminant locus of P(¢,z) seen as a polynomial in z.
This discriminant is computed as Res, (P, dP/dz). See [7] or [5, Theorem C] for a
practical way of choosing such a .

(6) Letz; := z, 7, ...,Z4 be the distinct roots of P(t,z). These are computable
numbers and so we can compute 1 € Q¢ such that all the differences between two z;
are strictly greater than 7.

Let z(¢) be the root of P(t, z) such that z(t) = z. We can write

w(t) =z +t) =Y 2,1% z9=12.
aeN’”

‘We write

P(t,2) = po(t) + pr()z + -+ pa—r ()2 7" + 27,

where the p; (t) € K(¢). Set

M =1+ max max ()]
0<i<d-1 t’eB(O,Za)lpl( )|

Then |zy| < M/(2¢)!® for every a (by the Cauchy bounds for the roots of a
monic polynomial since w(t) is convergent on B(0,2¢) by (5)). Let Wi(¢) be
the homogeneous term of degree k in the Taylor expansion of w(z):

Wi (t) = Z Zo 1Y,
lee| =k
Then

M (k —1
Vi e BO,e) W) < —("T7" 7).
26\ r—1

‘We have that

Vk>r — < —
SR R T (r—1)12k

M(k—i—r—l) M2 kT
k
Then choose k¢ > r such that k" / V2" < 1forallk > ko. Therefore

M2 1
Yt € B(0,¢),Yk > ko |Wi(t)| < —
(r—=1! ﬁk
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and

, . M2 V21 1
vt' € B(0,s), Vk > ko ‘ZWl(t) S T _—Cc—
I>k r ’ 2_1\/5 V2

(7) Now we want to determine the computable number z(q) = w(q — t) for a given
choice of q € B(t, &) N (Q +iQ)". This number is one of the roots of P(q, z). These
roots are computable numbers and so we can bound from below all the differences
between each two of them: let § € Q¢ be such a bound.

By the previous step one can compute an integer k such that
1 )

SC—kf—.
ﬁ 2

vt € B(0, ), ‘Z Wi (t)

1>k

So we can distinguish z(q) from the other roots of P(q, z).

(8) Choose q € (Q +iQ)" such that:
(i) qis not in the discriminant locus of P(¢, z) seen as a polynomial in z;
(i) lg—t] <e;
(iii) e;(gi.x(q.2(q))) # 0.
The first condition is insured by the choice of ¢ in (5).
In order to check that e;(g; «(q, z(q))) # 0, one only has to choose q such that
[t — q| is small enough and this can be done effectively. Indeed the e;(g; o) are
rational functions in the #; and z, thus we can effectively bound the variations of ¢;
locally around t.

(9) Then we evaluate the g; 4 (¢, z(¢)) at (q, z(q)). We denote these values by gl’.’ o
and we define the polynomials

g = Z gi aX”.

aeN”

6.3. Generalized discriminants. We follow Appendix IV of [27], [1], or [21]. The
generalized discriminants, or subdiscriminants, A; of a polynomial

d
f=x%+ Z bjxd_j
j=1

can be defined as follows: Let &1, ..., &, be the roots of f* (with multiplicities), and
sets; = ZZ=1 & forevery i € N. Then

RNV R |

s S oo S

Agyro =1 72 !

Si—1 S1 o 8202
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Thus A is the classical discriminant of f. The polynomials A; may be effectively
computed in term of the s;, and those can be effectively computed in terms of the b;.
The polynomial f admits exactly k distinct complex roots if and only if

Ap=-=Agx=0 and Ag_g41 75 0.
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