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Abstract

In this paper, we construct time quasi-periodic solutions for the nonlinear lattice
Schrödinger equation

iq̇n + ε(qn+1 + qn−1) + tanπ(nα̃+ x)qn + ε|qn|2qn = 0, n ∈ Z,

where α̃ satisfies a certain Diophantine condition and x ∈ R/Z. We prove that for ε
sufficiently small, the equation admits a family of small-amplitude time quasi-periodic
solutions for “most” of x belonging to R/Z.

1 Introduction and main result

During the past two decades or so, the celebrated KAM (Kolmogorov-Arnold-Moser)
theory and the CWB(Craig-Wayne-Bourgain) method were successfully generalized to
infinite dimensional Hamiltonian systems, motivated by the construction of quasi-periodic
solutions for Hamiltonian partial differential equations(see [1, 11, 16, 17, 19, 20, 21, 22,
23, 24, 25, 26, 28, 29, 30, 31, 32, 35, 36, 37, 41, 43, 44, 45, 46] for the KAM method, and
[4, 5, 6, 7, 8, 9, 13] for the CWB method). In this paper, we focus on the nonlinear lattice
Schrödinger equation

iq̇n + ε(qn+1 + qn−1) + tanπ(nα̃+ x)qn + ε|qn|2qn = 0, n ∈ Z, (1.1)

where α̃ ∈ R satisfies the Diophantine condition, i.e., there exist constants τ̃ > 1, γ̃ > 0
such that

|nα̃|1 ≥
γ̃

|n|τ̃
, n 6= 0, (1.2)

with |x|1 the absolute value of x modulo 1 defined so that 0 ≤ |x|1 ≤ 1
2 .

We start with some physical motivation for studying Equation (1.1). The time-
dependent Maryland model, i.e., the linear Schrödinger equation

iq̇n + ε(qn+1 + qn−1) + tanπ(nα̃+ x)qn = 0,
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describes the motion of particles or waves in some quasi-crystal material, where n is the
primary lattice site index, the Diophantine number α̃ ∈ R is some ratio between the
wavenumbers of two lattices, x ∈ R/Z is an arbitrary phase, and qn is a complex vari-
able whose modulus square gives the probability of finding a particle at the lattice site n.
It is important in the study of Bose-Einstein condensation and nonlinear optics. When
we consider the interactions(nonlinearities) additionally, we can start from the Gross-
Pitaevskii(GP) equation[27, 34] in Hartree-Fock theory, and get a generalized Maryland
model which includes an additional nonlinear term that represents the mean-field interac-
tion. The Hamiltonian is

H =
∑
n∈Z

[
ε(qn+1q̄n + q̄n+1qn) + tanπ(nα̃+ x)|qn|2 +

1

2
ε|qn|4

]
,

and the equation of motion is generated by iq̇n = −∂H
∂q̄n

, yielding the nonlinear Schrödinger

equation

iq̇n + ε(qn+1 + qn−1) + tanπ(nα̃+ x)qn + ε|qn|2qn = 0, n ∈ Z,

which can be considered as the GP equation on a discretized lattice. Similar versions of a
discretized GP equation have been already used to investigate the dynamics of condensates
in different situations(see, for instance, [40]). Other physical motivations can be found in
Section 4.2 of Reference [18].

As a mathematical model, the spectral property of the linear problem has been thor-
oughly studied(see [2, 12, 39] and Section 10.3 of [14]). Bellissard-Lima-Scoppola[2] inves-
tigated the linear operator on `2(Zd),

(Lxq)n = −ε
∑
m∈Zd

a(n−m)qm + tanπ(〈n, α̃〉+ x)qn,

where α̃ ∈ Rd is a given Diophantine vector, and a(n) decays exponentially with |n|.
Clearly, there exist γ̃ > 0 and τ̃ > d such that

| tanπ(〈m, α̃〉+ x)− tanπ(〈n, α̃〉+ x)| ≥ γ̃

|m− n|τ̃
, ∀m 6= n, (1.3)

They have shown that, if ε is small enough, then for a.e. x ∈ R/Z, Lx has only pure point
spectrum with exponentially localized states, and a dense set of eigenvalues in the real
line. This estimate (1.3) is exactly the condition needed in a perturbation theory to avoid
a tunneling effect at large distance. Thanks to this work, we can diagonalize the linear
Schrödinger operator to avoid the difficulty brought by the coupling term ε(qn+1 + qn−1)
in Equation (1.1). We shall give a precise statement of this result of [2] before proof of
the main theorem.

From the perspective of Hamiltonian PDE’s, there are also some related works. Craig-
Wayne[13] retrieved the origination of the KAM method - Newtonian iteration method
together with the Lyapunov-Schmidt decomposition which involves the Green’s function
analysis and the control of the inverse of infinite matrices with small eigenvalues. They
succeeded in constructing periodic solutions of the one-dimensional semi-linear wave e-
quations with periodic boundary conditions. Bourgain[4, 5, 6, 7, 8] further developed the
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Craig-Wayne’s method and proved the existence of quasi-periodic solutions for Hamilto-
nian PDE’s in higher dimensional spaces with Dirichlet boundary conditions or periodic
boundary conditions. In a similar way, Bourgain-Wang[9] constructed time quasi-periodic
solutions to the nonlinear random Schrödinger equation

iq̇n = ε(∆q)n + Vnqn + δ|qn|2pqn (p > 0), n ∈ Zd, t ∈ R,

with ε, δ sufficiently small, and {Vj}j∈Zd , the potential, is a family of time-independent
independent identically distributed(i.i.d.) random variables. We point out that the Craig-
Wayne-Bourgain’s method allows one to avoid explicitly using the Hamiltonian structure
of the systems. We will not introduce their approach in detail. The reader is referred to
[4, 5, 6, 7, 8, 9, 13].

Comparing with Craig-Wayne-Bourgain’s approach, the KAM approach has its own
advantages. Besides obtaining the existence results, it allows one to construct a local
normal form in a neighborhood of the obtained solutions, and this is useful for better
understanding of the dynamics. For example, one can obtain the linear stability and
zero Lyapunov exponents. The KAM method was successfully applied by Kuksin[29] and
Wayne[41] (see also [30, 32, 36, 37]) to, as typical examples, one-dimensional semi-linear
Schrödinger equations

iut − uxx +mu = f(u),

and wave equations
utt − uxx +mu = f(u),

with Dirichlet boundary conditions. Geng-You[21, 22] proved that the higher-dimensional
nonlinear beam equations and nonlocal Schrödinger equations admit small-amplitude lin-
early stable quasi-periodic solutions. The breakthrough of constructing quasi-periodic
solutions for more interesting higher dimensional Schrödinger equation by modified KAM
method was made recently by Eliasson-Kuksin [17]. They proved that the higher di-
mensional nonlinear Schrödinger equations admit small-amplitude linearly stable quasi–
periodic solutions. Recently, quasi-periodic solutions of two-dimensional cubic Schrödinger
equation

iut −4u+ |u|2u = 0, x ∈ T2, t ∈ R,

with periodic boundary conditions are obtained by Geng-Xu-You [19]. By appropriately
choosing tangential sites {i1, · · · , ib} ∈ Z2, the authors proved that the above nonlinear
Schrödinger equation admits a family of small-amplitude quasi-periodic solutions.

However, all the KAM results mentioned above fail in dealing with the dense point
spectrum. In this paper, we try to attack this case. Concretely, we consider Equation
(1.1) as a model, note that {tanπ(nα̃ + x)}n∈Z is dense on the real line when α̃ is an
irrational number. We shall give an abstract KAM theorem which can be applied to
an equation deriving from Equation (1.1), via some suitable change of variables, and
use the theorem to construct the quasi-periodic solutions for Equation (1.1). To estab-
lish the KAM theorem, we have to impose further restrictions both on the unperturbed
part and on the perturbation. In the existent infinite dimensional KAM theorems, e.g.,
Kuksin[29], Pöschel[37], Wayne[41], Eliasson-Kuksin[17], Geng-Viveros-Yi[26], Geng-Xu-
You[19], some assumptions on the regularity of the frequencies and the perturbation are
required (See (A1)− (A4) in Section 2). In addition, we also assume that the perturba-
tion has a special form defined in (A5) in Section 2, which is called gauge invariance. In
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fact, the condition (A5) means the l2 norm (
∑
|qn|2)

1
2 is a conserved quantity. With such

a special form, our proof is simplified, compared with previous KAM theorems, because
some terms, which can not be eliminated easily, are zero(see (4.2) in Subsection 4.1).

Now we are going to state our main result. Consider the lattice Schrödinger equation

iq̇n + ε(qn+1 + qn−1) + tanπ(nα̃+ x)qn + ε|qn|2qn = 0, n ∈ Z, (1.4)

where α̃ satisfies the Diophantine condition (1.2), and x belongs to the full-measure subset

X :=

{
x ∈ R/Z : nα̃+ x 6= 1

2
, ∀n ∈ Z

}
.

Theorem 1 For J = {n1, · · · , nb} ⊂ Z, b > 1, and κ > 0, given an initial datum
qZ(0) = (qn(0))n∈Z supported in J with qZ(0) ∈ ε

κ
2 · [0, 1]b. There is a sufficiently small

positive number ε∗ = ε∗(α̃, κ, J ), such that if 0 < ε < ε∗, one can find a subset Xε of X
with

mes(X \ Xε) < εϑ for some 0 < ϑ < 1

such that the following holds for fixed x ∈ Xε.
There exists a Cantor set Oε = Oε(x) ⊂ [0, 1]b with

|[0, 1]b \ Oε| → 0 as ε→ 0, 1

such that if qZ(0) ∈ ε
κ
2 · Oε, qZ(t) = (qn(t))n∈Z ∈ `1 is a small-amplitude b-frequency

quasi-periodic solution of Equation (1.4), with the frequencies slightly deformed from

(tanπ(n1α̃+ x), · · · , tanπ(nbα̃+ x)).

Remark 1.1 The nonlinear term ε|qn|2qn in Equation (1.4) has its physical meaning, but
its special form in the Hamiltonian, i.e., ε|qn|4, is not essential, as long as it is finite-range
or sufficiently short-range and of bounded degree, for example, ε|qn|4 can be replaced by

ε|qn|4 + ε|qn|2q̄nqn+1 + ε|qn|2qnq̄n+1

in the finite-range case and
ε|qn|2

∑
k

e−%|n−k||qk|4

in the short-range case.

Remark 1.2 In the above theorem, we construct time quasi–periodic solutions for a cor-
responding appropriate set of small initial data with compact support, which means that
for such initial data, the corresponding solutions are bounded in `1. Clearly such initial
data are a subset of all small initial data. It should be very interesting whether one can
prove the similar result like that in [10, 42].

The rest of this paper is organized as follows. We present the abstract KAM theorem,
which can be applied to an equation which conjugates with Equation (1.1) in Section 2,
and prove Theorem 1 via this KAM theorem in Section 3. In Section 4, we give the details
for one step of the KAM iteration. The proof of the abstract KAM theorem is completed
in Section 5 by an iteration lemma, giving a convergence result, and finally conducting
the measure estimates of the remaining parameters.

1Hereafter, we use the symbol |O| to denote the Lebesgue measure of O ⊂ Rb.

4



2 An abstract KAM theorem

2.1 Function space norms and gauge invariance

Given Z1 ⊂ Z, and d, ρ > 0, let `1d,ρ(Z1) be the space of summable complex-valued
sequences q = (qn)n∈Z1 , with the norm

‖q‖d,ρ :=
∑
n∈Z1

|qn|〈n〉deρ|n| <∞,

where 〈n〉 :=
√

1 + n2. For r, s > 0, let Dd,ρ(r, s) be the complex b-dimensional neighbor-
hood of Tb × {0} × {0} × {0} in Tb × Rb × `1d,ρ(Z1)× `1d,ρ(Z1), i.e.,

Dd,ρ(r, s) := {(θ, I, q, q̄) : |Imθ| = |Im(θ1, · · · , θb)| < r, |I| < s2, ‖q‖d,ρ = ‖q̄‖d,ρ < s},

where | · | denotes the `1-norm of complex vectors.
Given a real-analytic function F (θ, I, q, q̄; ξ) on D = Dd,ρ(r, s), C1

W (i.e., C1 in the sense
of Whitney) dependent on a parameter ξ ∈ O,2 a closed region in Rb. We expand F into
the Taylor-Fourier series with respect to θ, I, q, q̄:

F (θ, I, q, q̄; ξ) =
∑
α,β

Fαβ(θ, I; ξ)qαq̄β,

where, for multi-indices α :=
∑
n∈Z1

αnen, β :=
∑
n∈Z1

βnen, αn, βn ∈ N, with finitely
many non-vanishing components,

Fαβ(θ, I; ξ) =
∑

k∈Zb, l∈Nb
Fklαβ(ξ)I lei〈k,θ〉, qαq̄β =

∏
(αn,βn)6=(0,0)

qαnn q̄βnn .

(Here en denotes the vector with the nth component being 1 and the other components
being zero.)

Definition 2.1 For each non-zero multi–index (α, β) = (αn, βn)n∈Z1, αn, βn ∈ N, with
finitely many non-vanishing components, we define

supp(α, β) := {n ∈ Z1 : (αn, βn) 6= (0, 0)},

n+
αβ := max{n ∈ supp(α, β)}, n−αβ := min{n ∈ supp(α, β)}, n∗αβ := max{|n+

αβ|, |n
−
αβ|},

and |α| :=
∑
n∈Z1

αn, |β| :=
∑
n∈Z1

βn.
In particular, for |α| = |β| = 0, define n+

αβ = n−αβ = n∗αβ = 0.

Remark 2.1 The notations above are closely related to the notations of support and di-
ameter for the monomials in [10] and [42]. The decay properties of functions on phase
space in terms of the index n are important to this study.

2In the rest of the paper, all dependencies on ξ are assumed of class C1
W , thus all derivatives with

respective to the parameter ξ ∈ O will be interpreted in this sense.
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With |∂ξFklαβ| :=
∑b
i=1 |∂ξiFklαβ| and |Fklαβ|O := supξ∈O (|Fklαβ|+ |∂ξFklαβ|), let

‖Fαβ‖O :=
∑
k,l

|Fklαβ|O |I l|e|k||Imθ|, ‖F‖O :=
∑
k,l,α,β

|Fklαβ|O |I l|e|k||Imθ| |qα||q̄β|.

Define the weighted norm of F as

‖F‖D,O := sup
D
‖F‖O.3 (2.1)

For the Hamiltonian vector field XF = (∂IF,−∂θF, (−i∂qnF )n∈Z1 , (i∂q̄nF )n∈Z1) associated
with F on D ×O, define its norm by

‖XF ‖D,O := ‖∂IF‖D,O +
1

s2
‖∂θF‖D,O + sup

D

1

s

∑
n∈Z1

(‖∂qnF‖O + ‖∂q̄nF‖O) 〈n〉de|n|ρ.

Sometimes, for the sake of notational simplification, we shall not write the subscript O in
the norms defined above if it is obvious enough.

In what follows in the formulations and proofs of various assertions, we shall encounter
absolute constants depending on the Hamiltonian, the dimension and so on. All such
constants will be denoted by c, c1, c2, · · ·, and sometimes even different constants will be
denoted by the same symbol.

For d, ρ, r, s > 0, let F,G be two real-analytic functions on D = Dd,ρ(r, s), both of
which C1

W depend on the parameter ξ ∈ O.

Lemma 2.1 The norm ‖ · ‖D,O satisfies the Banach algebraic property, i.e.,

‖FG‖D,O ≤ ‖F‖D,O‖G‖D,O.

Proof: Since (FG)klαβ =
∑

ǩ+k̂=k, ľ+l̂=l

α̌+α̂=α, β̌+β̂=β

Fǩľα̌β̌Gk̂l̂α̂β̂, we have that

‖FG‖D,O = sup
D

∑
k,l,α,β

|(FG)klαβ|O|qα||q̄β||I l|e|k||Imθ|

≤ sup
D

∑
k,l,α,β

∑
ǩ+k̂=k, ľ+l̂=l

α̌+α̂=α, β̌+β̂=β

|Fǩľα̌β̌Gk̂l̂α̂β̂|O|q
α||q̄β||I l|e(|ǩ|+|k̂|)|Imθ|

≤ ‖F‖D,O‖G‖D,O.

Lemma 2.2 (Generalized Cauchy Inequalities) The various components of the Hamil-
tonian vector field XF satisfy: for any 0 < r′ < r, 0 < ρ′ < ρ,

‖∂θF‖Dd,ρ(r′, s) ≤
c

r − r′
‖F‖D,

‖∂IF‖Dd,ρ(r, s
2

) ≤
c

s2
‖F‖D,

sup
Dd,ρ(r, s

2
)

∑
n∈Z1

(‖∂qnF‖O + ‖∂q̄nF‖O) 〈n〉de|n|ρ′ ≤ c

s(ρ− ρ′)
‖F‖D.

3In the case of a vector-valued function F : D × O → Cb(b < +∞), the norm can be defined as

‖F‖D,O :=
∑b

i=1
‖Fi‖D,O.
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Proof: We only prove the third inequality, with others shown analogously. Given
ω ∈ `1d,ρ(Z1) \ {0}, f(t) = F (·, ·, q + tω, ·) is an analytic function on the the complex disc
{z ∈ C : |z| < s

‖ω‖d,ρ }. Hence

|f ′(0)| =
∣∣∣∣∣∑
n∈Z1

ωn · ∂qnF
∣∣∣∣∣ ≤ c

s
‖F‖D · ‖ω‖d,ρ,

by the usual Cauchy inequality. As a linear operator on `1d,ρ(Z1), ∂qF satisfies

‖∂qF‖op := sup
ω 6=0

∣∣∑
n∈Z1

ωn · ∂qnF
∣∣

‖ω‖d,ρ
≤ c

s
‖F‖D.

Let ‖ω‖d,ρ = s
2 , then

|∂qnF | ≤ sup
‖ω‖d,ρ= s

2

|∂qnF | · |ωn|
‖ω‖d,ρ

≤ ‖∂qF‖op|ωn|
s
2

≤ c

s
‖F‖D〈n〉−de−|n|ρ.

Hence, for any 0 < ρ′ < ρ,∑
n∈Z1

|∂qnF |〈n〉de|n|ρ
′ ≤

∑
n∈Z1

c

s
‖F‖De−|n|(ρ−ρ

′) ≤ c

s(ρ− ρ′)
‖F‖D.

With F̃ =
∑
k,l,α,β(∂ξFklαβ)I lei〈k,θ〉qαq̄β, it can be proved similarly that∑

n∈Z1

|∂qnF̃ |e|n|ρ
′ ≤ c

s(ρ− ρ′)
‖F‖D.

Since in the process above, ξ ∈ O and (θ, I, q, q̄) ∈ Dd,ρ(r, s2) are arbitrarily chosen, this
inequality is proved.

Let {·, ·} denote the Poisson bracket of smooth functions, i.e.,

{F,G} = 〈∂IF, ∂θG〉 − 〈∂θF, ∂IG〉+ i
∑
n∈Z1

(∂qnF · ∂q̄nG− ∂q̄nF · ∂qnG) .

Lemma 2.3 If ‖XF ‖D < ε′, ‖XG‖D < ε′′, then

‖X{F,G}‖Dd,ρ(r−σ, ηs) < cσ−1η−2ε′ε′′,

for any 0 < σ < r and 0 < η � 1.

The proof is similar to that of Lemma 7.3 in [20].

Definition 2.2 The function F (θ, I, q, q̄; ξ) is said to have gauge invariance, if

Fklαβ(ξ) ≡ 0, when k1 + k2 + · · ·+ kb + |α| − |β| 6= 0.

Remark 2.2 This property means the l2 norm (
∑
|qn|2)

1
2 is a conserved quantity. It is

also related to the fact that solutions of the original equation are invariant with respect to
rotations in the complex plane.
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Lemma 2.4 If both of F and G have gauge invariance, then {F,G} has gauge invariance.

Proof: F and G can be written as

F =
∑
k,α,β

Fkαβ(I; ξ)ei〈k,θ〉qαq̄β, G =
∑
k,α,β

Gkαβ(I; ξ)ei〈k,θ〉qαq̄β,

with Fkαβ = Gkαβ ≡ 0 if
∑b
j=1 kj + |α| − |β| 6= 0. By a simple calculation, we have

{F,G}kαβ = i
∑
ǩ+k̂=k
α̌+α̂=α

β̌+β̂=β

(
〈∂IFǩα̌β̌, k̂〉Gk̂α̂β̂ − 〈ǩ, ∂IGk̂α̂β̂〉Fǩα̌β̌

)
(2.2)

+i
∑
ǩ+k̂=k
α̌+α̂=α

β̌+β̂=β

∑
m∈Z

(
Fǩ(α̌+em)β̌Gk̂α̂(β̂+em) − Fǩα̌(β̌+em)Gk̂(α̂+em)β̂

)
. (2.3)

Assume
∑b
j=1 kj + |α| − |β| 6= 0. Then, in the summation above, it is impossible that

b∑
j=1

ǩj + |α̌| − |β̌| =
b∑

j=1

k̂j + |α̂| − |β̂| = 0,

or
b∑

j=1

ǩj + |α̌+ em| − |β̌| =
b∑

j=1

k̂j + |α̂| − |β̂ + em| = 0,

b∑
j=1

ǩj + |α̌| − |β̌ + em| =
b∑

j=1

k̂j + |α̂+ em| − |β̂| = 0.

This means, in (2.2) and (2.3), each term ≡ 0. Thus Lemma 2.4 is obtained.

2.2 Statement of the abstract KAM theorem

Associated with the symplectic structure dI ∧ dθ + i
∑
n∈Z1

dqn ∧ dq̄n, Z1 ⊂ Z, we
consider the following family of real-analytic Hamiltonians

H = N + P = e(ξ) + 〈ω(ξ), I〉+
∑
n∈Z1

Ωn(ξ)qnq̄n + P (θ, I, q, q̄; ξ), (2.4)

on some D = Dd,ρ(r, s), parametrized by ξ ∈ O ⊂ [0, 1]b.
Clearly, when P ≡ 0, the Hamiltonian reduces to N which is completely integrable

and admits a family of special quasi-periodic solutions (θ, 0, 0, 0) → (θ + ωt, 0, 0, 0), cor-
responding to invariant b−tori in the phase space. To show the persistence of most of
these b−tori(in Lebesgue measure sense), we need to impose the following conditions on
the frequencies ω, Ωn and the perturbation P .

(A1) Nondegeneracy of tangential frequencies: The map ξ → ω(ξ) is a C1
W diffeomorphism

between O and its image.
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(A2) Regularity of normal frequencies: For each n ∈ Z1, Ωn is a C1
W function of ξ with

supξ∈O |∂ξΩn| � 1.

(A3) Regularity of the perturbation: The perturbation P is real-analytic in θ, I, q, q̄ and
C1
W smoothly parametrized by ξ ∈ O.

(A4) Decay property of the perturbation: P can be decomposed as P̆ + Ṕ , where

P̆ = P̆ (θ, I, q, q̄; ξ) =
∑
α,β

P̆αβq
αq̄β =

∑
(k,l)6=0
α,β

PklαβI
lei〈k,θ〉qαq̄β,

Ṕ = Ṕ (q, q̄; ξ) =
∑
α,β

Ṕαβq
αq̄β =

∑
α,β

P00αβq
αq̄β,

with

‖P̆αβ‖D,O ≤
{
εe−ρn

∗
αβ , |α|+ |β| ≤ 2

e−ρn
∗
αβ , |α|+ |β| ≥ 3

, (2.5)

‖Ṕαβ‖D,O ≤
{
εe−ρn

∗
αβ , |α|+ |β| ≤ 2

e−ρ(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

. (2.6)

(A5) Gauge invariance of the perturbation: For P =
∑

k∈Zb, l∈Nb
α,β

PklαβI
lei〈k,θ〉qαq̄β, we have

Pklαβ ≡ 0 if
b∑

j=1

kj + |α| − |β| 6= 0.

Theorem 2 Assume that the Hamiltonian H in (2.4) satisfies (A1) − (A5). There is
a positive constant ε∗ = ε∗(ω,Ωn, ε, r, s, d, ρ) such that if ‖XP ‖D,O < ε ≤ ε∗, then there
exists a Cantor set Oε ⊂ O with |O \ Oε| → 0 as ε→ 0 such that

(a) there exists a C1
W map ω̃ : Oε → Rb, such that |ω̃ − ω|Oε → 0 as ε→ 0;

(b) there exists a map Ψ : Tb × Oε → Dd,0(r/4, 0), real-analytic in θ ∈ Tb and C1
W

parametrized by ξ ∈ O, such that ‖Ψ−Ψ0‖Dd,0(r/4,0),Oε → 0 as ε → 0, where Ψ0 is

the trivial embedding: Tb ×O → Tb × {0} × {0} × {0};

(c) for any θ ∈ Tb and ξ ∈ Oε, Ψ(θ+ω̃(ξ)t, ξ) = (θ+ω̃(ξ)t, I(t), q(t), q̄(t)) is a b-frequency
quasi-periodic solution of equations of motion associated with the Hamiltonian (2.4);

(d) for each t, q(t) = (qn(t))n∈Z1 ∈ `1d,0(Z1).

3 Proof of Theorem 1

3.1 Diagonalization of the linear operator

First, we consider the Schrödinger operators on `2(Z)

(Lxq)n = ε(qn−1 + qn+1) + tanπ(nα̃+ x)qn, x ∈ X , (3.1)

9



which can be interpreted as an infinite dimensional matrix, with the matrix entry

(Lx)nm =


tanπ(nα̃+ x), n = m

ε, n−m = ±1
0, otherwise

,

where α̃ ∈ R satisfies the Diophantine condition (1.2).

Theorem 3 (Bellissard-Lima-Scoppola [2]) Consider the Schrödinger operators Lx de-
fined in (3.1) on `2(Z). There exists a positive constant ε0 = ε0(α̃), such that if 0 < ε < ε0,
then the following holds for every x ∈ X .

There is a periodic-one meromophic function V̂ on {z ∈ C : |Imz| < R} for some
R > 0 satisfying

• The poles of V̂ are

{
n+

1

2
: n ∈ Z

}
,

• V̂ (x)− tanπx is real-analytic on R/Z, with sup
x∈R/Z

|V̂ (x)− tanπx| ≤ ε,

and an orthogonal transform Ux : `2(Z)→ `2(Z) with

|(Ux − IZ)mn| ≤ εe−2|m−n|, (3.2)

such that U∗xLxUx = diag{V̂ (nα̃+ x)}.

This theorem (in its original form) is due to Bellissard-Lima-Scoppola[2]. The detailed
statement will be given in Appendix A.1.

Remark 3.1 Typically, there is a polynomial or exponential factor in front of the ex-
ponential decay in (3.2), which is called semi-uniform localized eigenstate(SULE). For
example, the random Schrödinger operator and the almost Mathieu operator exhibit such
a phenomenon. It is necessary to point out that, the method needed to investigate such
models is totally different from that of the present paper, because there are infinitely many
resonances.

Compared with SULE, the uniform localized eigenstate in (3.2) is not generic[15].
Correspondingly, the Maryland model is a special quasi-crystal model. However, in the
presence of nonlinearity, many problems related to the model are still unsolved and attract
plenty of attention.

3.2 The Hamiltonian

Consider Equation(1.4). For every x ∈ X , after the coordinate transformation

qZ = Uxq̃Z,

with Ux given in Theorem 3, there is no difference in the linear part, and the new Hamil-
tonian has the form

H(q̃Z, ¯̃qZ) = Λ +G :=
∑
n∈Z

V̂n|q̃n|2 +
1

2
ε

∑
i,j,n,m∈Z

uijnmq̃i¯̃qj q̃n¯̃qm, (3.3)

10



where V̂n = V̂n(x) := V̂ (nα̃ + x). The off-diagonal decay of Ux in (3.2) implies the
short-range estimates of coefficients uijnm, i.e.,

|uijnm| < ce−2(max{i,j,n,m}−min{i,j,n,m}). (3.4)

Indeed, for fixed x ∈ X , we can calculate that

uijnm =
∑
l∈Z

(Ux)li(Ux)lj(Ux)ln(Ux)lm. (3.5)

Without loss of generality, assume that i ≤ j ≤ n ≤ m, then

|uijnm| ≤ c
∑
l∈Z

e−2(|i−l|+|j−l|+|n−l|+|m−l|)

≤ ce−2(m−i)∑
l∈Z

e−2(|j−l|+|n−l|)

≤ ce−2(m−i).

Now we fix J = {n1, · · · , nb} ⊂ Z, and Z1 = Z \ J . When ε is sufficiently small, we
have |ni| ≤ κ

6 | ln ε| for i = 1, · · · , b.
Fix r, d > 0 and ρ = 1

4 , s ≤ ε
2
3
κ. Define D = Dd,ρ(r, s) as in Subsection 2.1. Before

introducing action-angle variables and parameters, we need to transform H into a Hamil-
tonian with a nice normal form. Hereafter, we will write the variable qZ instead of q̃Z in
the Hamiltonian for convenience.

Proposition 1 For ε sufficiently small, there exists a subset Xε of X with

mes(X \ Xε) < εϑ for some 0 < ϑ < 1,

such that for every x ∈ Xε, there is a symplectic transformation Ψ = Ψ(x), which trans-
forms H in (3.3) into

H ◦Ψ = N + P

:= e(ξ) + 〈ω(ξ), I〉+
∑
n∈Z1

Ωn(ξ)qnq̄n + P (θ, I, q, q̄; ξ), (3.6)

a real-analytic Hamiltonian on D, C1
W parametrized by ξ ∈ O := [ε

κ
12 , 1]b. Here,

• ω is a C1
W diffeomorphism between O and its image,

• for each n ∈ Z1, Ωn is a C1
W function of ξ with sup

ξ∈O
|∂ξΩn| ≤ ε.

Moreover, P has gauge invariance, and can be decomposed as P̆ + Ṕ with

P̆ = P̆ (θ, I, q, q̄; ξ) =
∑
α,β

P̆αβq
αq̄β =

∑
(k,l)6=0
α,β

PklαβI
lei〈k,θ〉qαq̄β,

Ṕ = Ṕ (q, q̄; ξ) =
∑
α,β

Ṕαβq
αq̄β =

∑
α,β

P00αβq
αq̄β,
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satisfying

‖P̆αβ‖D,O ≤
{
ε
κ
4 e−

1
2
n∗αβ , |α|+ |β| ≤ 2

e−
1
2
n∗αβ , |α|+ |β| ≥ 3

, (3.7)

‖Ṕαβ‖D,O ≤

 ε
κ
4 e−

1
2
n∗αβ , |α|+ |β| ≤ 2

e−
1
2

(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

. (3.8)

Proof: We decompose the proof into the following parts.

• Symplectic changes of variables

According to the form of H = Λ +G, let

T (qZ, q̄Z) =
1

2
ε

∑
|i|,|j|,|n|,|m|≤κ| ln ε|

uijnmqiq̄jqnq̄m,

F (qZ, q̄Z) =
i

2
ε

∑
V̂i−V̂j+V̂n−V̂m 6=0

|i|,|j|,|n|,|m|≤κ| ln ε|

uijnm

V̂i − V̂j + V̂n − V̂m
qiq̄jqnq̄m,

and Ψ1
F be the time-one map of the flow of associated Hamiltonian systems. For fixed

i, j, n,m ∈ Z with |i|, |j|, |n|, |m| ≤ κ| ln ε|, consider the function

Vi,j,n,m(x) := V̂i(x)− V̂j(x) + V̂n(x)− V̂m(x).

Since ε is small enough, by Lemma 3.1 below, there exists a subset Xε of X with

mes(X \ Xε) ≤ εϑ for some 0 < ϑ < 1,

such that if x ∈ Xε and {i, n} 6= {j,m}, then |Vi,j,n,m(x)| ≥ ε
1
4 . This guarantees that there

is a uniform lower bound for the denominators in coefficients of F .
In view of the homological equation

{Λ, F}+ T =
1

2
ε

∑
|i|,|j|≤κ| ln ε|

uiijj |qi|2|qj |2,

we know that the change of variables Ψ1
F sends H to

H ◦Ψ1
F =

∑
i∈Z

V̂i|qi|2 +
1

2
ε

∑
|i|,|j|≤κ| ln ε|

uiijj |qi|2|qj |2 + R̃, (3.9)

where

R̃ = G− T + {G,F}+
1

2!
{{Λ, F}, F}+

1

2!
{{G,F}, F}+ · · ·

+
1

n!
{· · · {Λ, F} · · · , F︸ ︷︷ ︸

n

}+
1

n!
{· · · {G,F} · · · , F︸ ︷︷ ︸

n

}+ · · · .
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Expand R̃ as R̃ =
∑
α′,β′ R̃α′β′q

α′
Z q̄

β′

Z . Here (α′, β′) = (αn, βn)n∈Z, with finitely many non-

vanishing components, for which notations supp(α′, β′), n+
α′β′ , n

−
α′β′ , n

∗
α′β′ and |α′|, |β′|

can be defined as in Definition 2.1. By the construction of R̃, we have

R̃α′β′ = 0 if |α′|+ |β′| < 4 or |α′| 6= |β′|, (3.10)

and
R̃α′β′ = 0 if |α′|+ |β′| = 4 and n∗α′β′ ≤ κ| ln ε|. (3.11)

Moreover, by applying Lemma 3.2 below iteratively,

|R̃α′β′ | ≤ εe
−2(n+

α′β′−n
−
α′β′ ).

• Introduction of action-angle variables

Introducing the action-angle variables in the tangential space

qi =
√
Ii + ξie

iθi , q̄i =
√
Ii + ξie

−iθi , i ∈ J ,

where (θ, I) = (θn1 , · · · , θnb , In1 , · · · , Inb) are the standard action-angle variables in the
(qn, q̄n)n∈J -space around ξ, with ξ = (ξn1 , · · · , ξnb) ∈ εκ[ε

κ
12 , 1]b a parameter, and

(q, q̄) = (qn, q̄n)n∈Z1

the remaining normal variables. Then the Hamiltonian in (3.9) becomes

H ◦Ψ1
F =

∑
i∈J

V̂i(Ii + ξi) +
∑
i∈Z1

V̂i|qi|2 +
1

2
ε
∑
i∈J

uiiii(Ii + ξi)
2

+
1

2
ε

∑
i∈J ,j∈Z1
|j|≤κ| ln ε|

uiijj(Ii + ξi)|qj |2 +
1

2
ε
∑
i,j∈J
i6=j

uiijj(Ii + ξi)(Ij + ξj)

+
1

2
ε

∑
i,j∈Z1

|i|,|j|≤κ| ln ε|

uiijj |qi|2|qj |2 + R̃

=
∑
i∈J

V̂iIi +
∑
i∈Z1

V̂i|qi|2 + ε
∑
i∈J

uiiiiξiIi +
1

2
ε
∑
i,j∈J
i6=j

uiijj(ξiIj + ξjIi)

+
1

2
ε

∑
i∈J ,j∈Z1
|j|≤κ| ln ε|

uiijjξi|qj |2 +

∑
i∈J

V̂iξi +
1

2
ε
∑
i∈J

uiiiiξ
2
i +

1

2
ε
∑
i,j∈J
j 6=i

uiijjξiξj


+R,

where

R = R̃+
1

2
ε
∑
i∈J

uiiiiI
2
i +

1

2
ε
∑
i,j∈J
i 6=j

uiijjIiIj +
1

2
ε

∑
i∈J ,j∈Z1
|j|≤κ| ln ε|

uiijjIi|qj |2.

By the scaling in time

θ → θ, I → ε
4
3
κI, q → ε

2
3
κq, q̄ → ε

2
3
κq̄, ξ → εκξ, (3.12)
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we finally arrive at the rescaled Hamiltonian

H ◦Ψ1
F = ε−(1+ 7

3
κ)(H ◦Ψ1

F )(θ, ε
4
3
κI, ε

2
3
κq, ε

2
3
κq̄; εκξ) = N + P,

where N = e+ 〈ω, I〉+
∑
n∈Z1

Ωn|qn|2, with

ωi(ξ) = ε−(1+κ)V̂i + uiiiiξi +
1

2

∑
j∈J
j 6=i

uiijjξj , i ∈ J , (3.13)

Ωn(ξ) =

{
ε−(1+κ)V̂n + 1

2

∑
i∈J uiinnξi, |n| ≤ κ| ln ε|

ε−(1+κ)V̂n, |n| > κ| ln ε|
, n ∈ Z1 (3.14)

and P = ε−(1+ 7
3
κ)R(θ, ε

4
3
κI, ε

2
3
κq, ε

2
3
κq̄; εκξ).

• Properties of the Hamiltonian N

In view of (3.13), the b× b matrix ∂ω
∂ξ satisfies that(

∂ω

∂ξ

)
ij

=

{ ∑
l∈Z |(Ux)il|4, j = i

1
2

∑
l∈Z |(Ux)il|2|(Ux)jl|2, j 6= i

, i, j ∈ J ,

since uiijj =
∑
l∈Z |(Ux)il|2|(Ux)jl|2 as is shown in (3.5). By (3.2), we have

|(Ux)ii − 1| < ε and |(Ux)il| ≤ εe−2|i−l|, l 6= i.

Hence,
∑
l∈Z |(Ux)il|4 > c(1− ε)4, while supi 6=j

∑
l∈Z |(Ux)il|2|(Ux)jl|2 ≤ cε2. The diagonal

dominance of ∂ω
∂ξ , which is deduced from the smallness of ε, implies that ω is a C1

W

diffeomorphism between O and its image.
The formulation of Ωn given in (3.14) implies that ∂ξΩn = 0 for |n| > κ| ln ε|. As for

the case |n| ≤ κ| ln ε|, we have

|∂ξiΩn| =
1

2

∑
l∈Z
|(Ux)il|2|(Ux)nl|2 ≤ cε2, i ∈ J .

• Properties of the Hamiltonian P

By (3.10), each non-zero term of R̃ can be rewritten as

R̃α′β′q
α′
Z q̄

β′

Z = R̃α′β′q
αJ
J q̄

βJ
J qαq̄β, |α′|+ |β′| ≥ 4, |α′| = |β′|,

where αJ = (αn)n∈J , βJ = (βn)n∈J , and qJ = (qn)n∈J , q̄J = (q̄n)n∈J , then the intro-
duction of action-angle variables brings us

R̃α′β′

∏
n∈J

(√
In + ξn

)αn+βn
ei(αn−βn)θn

 qαq̄β,
which, after the scaling (3.12), becomes

ER̃α′β′

∏
n∈J

(√
ε
κ
3 In + ξn

)αn+βn

ei(αn−βn)θn

 qαq̄β, (3.15)
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where E = ε−(1+ 7
3
κ)ε

κ
2

(|αJ |+|βJ |)+ 2
3
κ(|α|+|β|). As a term of P =

∑
k,α,β Pkαβ(I)ei〈k,θ〉qαq̄β,

this means,
b∑

j=1

kj =
∑
n∈J

(αn − βn).

Then
∑b
j=1 kj + |α| − |β| equals to its initial value

∑
n∈Z αn−

∑
n∈Z βn = |α′| − |β′|. Thus,

by (3.10),

Pkαβ ≡ 0 if
b∑

j=1

kj + |α| − |β| = |α′| − |β′| 6= 0.

The gauge invariance of P is deduced by expanding Pkαβ with respect to I.

We need to verify the decay property of P . Decompose P as P = P̆ + Ṕ , which has
been given in the proposition.

1) |αJ |+ |βJ | = 0
In this case, |α′| + |β′| = |α| + |β| ≥ 4 in view of (3.10), and the term in (3.15) is

ε−(1+ 7
3
κ)ε

2
3
κ(|α|+|β|)R̃α′β′q

αq̄β. This is a higher-order term of Ṕ , with its coefficient
smaller than

ε
κ
3
−1|R̃α′β′ | ≤ ε

κ
3
−1 · εe−2(n+

α′β′−n
−
α′β′ ) ≤ ε

κ
3 e
−2(n+

α′β′−n
−
α′β′ ). (3.16)

2) |αJ |+ |βJ | ≥ 1
This means supp(α′, β′) ∩ [−κ

6 | ln ε|,
κ
6 | ln ε|] 6= ∅, i.e., there exists |n| ≤ κ

6 | ln ε| such
that (α′n, β

′
n) 6= (0, 0), then we have that

n∗α′β′ −
κ

6
| ln ε| ≤ n∗α′β′ − |n| ≤ n+

α′β′ − n
−
α′β′ .

Hence,

|R̃α′β′ | ≤ εe
−2(n+

α′β′−n
−
α′β′ ) ≤ εe

κ
3
| ln ε|e

−2n∗
α′β′ = ε1−

κ
3 e
−2n∗

α′β′ .

By (3.10), we can consider Case 2) in the following two situations.

– If |α′|+ |β′| ≥ 6, then κ
2 (|αJ |+ |βJ |) + 2

3κ(|α|+ |β|) ≥ 3κ and E ≤ ε
2
3
κ−1. This

means the coefficient is not more than

E|R̃α′β′ | ≤ ε
2
3
κ−1 · ε1−

κ
3 e
−2n∗

α′β′ ≤ ε
κ
3 e
−2n∗

α′β′ . (3.17)

– If |α′|+ |β′| = 4, then by (3.11), n∗α′β′ > κ| ln ε|, and hence

|R̃α′β′ | ≤ ε1−
κ
3 e−κ| ln ε|e

−n∗
α′β′ = ε1+ 2

3
κe
−n∗

α′β′ .

This means the coefficient in (3.15) is not more than

E|R̃α′β′ | ≤ ε−(1+ 7
3
κ)ε2κε1+ 2

3
κe
−n∗

α′β′ ≤ ε
κ
3 e
−n∗

α′β′ . (3.18)
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Thus, Case 2), the coefficient of qαq̄β in (3.15) can be controlled as∥∥∥∥∥∥ER̃α′β′
∏
n∈J

(√
ε
κ
3 In + ξn

)αn+βn

ei(αn−βn)θn

∥∥∥∥∥∥
D,O

≤ ε
κ
4 e
−n∗

α′β′ .

In expanding
√
In + ξn around ξn, we need to keep ξn apart from 0 to avoid singu-

larity. This is why we choose ξ ∈ [ε
κ
12 , 1]b(after scaling).

There is no doubt that terms of P̆ are all generated in Case 2), so, applying the basic
fact supp(α, β) ⊂ supp(α′, β′),

‖P̆αβ‖D,O ≤ ε
κ
4 e
−n∗

α′β′ ≤ ε
κ
4 e−n

∗
αβ ,

which implies (3.7).
Terms of Ṕ come from both cases. When the term in (3.15) satisfies that αJ = βJ ,

by expanding
√
In + ξn around ξn we can obtain

ER̃α′β′

∏
n∈J

(√
ξn
)αn+βn

 qαq̄β,
which contributes one term to Ṕ due to cancelation of angle variables. As in Case
2), the corresponding coefficient is not more than ε

κ
4 e−n

∗
αβ , which can be replaced by

ε
κ
4 e−

1
2

(n+
αβ
−n−

αβ
) as we need, since 1

2(n+
αβ − n−αβ) ≤ n∗αβ. Together with (3.16), (3.8) is

proved.

Combing (3.16)− (3.18) together, we have

‖XP ‖Dd,ρ(r,s),O ≤ ε := ε
κ
8 .

To this stage, we have that all the assumptions of Theorem 2 hold for (3.6), which conju-
gates with (1.4). Thus, Theorem 1 follows from Theorem 2.

We have applied several conclusions directly in proving Proposition 1. Now we give
their precise statements. The first lemma shows that the function

Vi,j,n,m(x) = V̂ (x+ iα̃)− V̂ (x+ jα̃) + V̂ (x+ nα̃)− V̂ (x+mα̃)

on X is not identically zero, if |i|, |j|, |n|, |m| ≤ κ| ln ε| and {i, n} 6= {j,m}.

Lemma 3.1 For ε sufficiently small, there exists a subset Xε of X with

mes(X \ Xε) < εϑ for some 0 < ϑ < 1,

such that for any |i|, |j|, |n|, |m| ≤ κ| ln ε| and {i, n} 6= {j,m}, we have

|Vi,j,n,m(x)| ≥ ε
1
4 , ∀x ∈ Xε. (3.19)
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The proof of Lemma 3.1 is very similar to Appendix A in [22], and the measure estimate
is an analogue with Lemma 5.3 in [33]. For the sake of completeness, we give its proof in
Appendix A.2.

The next lemma implies that the property (3.4) about the coefficients of the Hamilto-
nian is preserved under the poisson bracket.

Lemma 3.2 Consider two real-analytic functions4

G(qZ, q̄Z) =
∑
α,β

Gαβq
α
Z q̄

β
Z , F (qZ, q̄Z) =

∑
α,β

n+
αβ
−n−

αβ
≤M

Fαβq
α
Z q̄

β
Z ,

with
|Gαβ| ≤ cGe−σ(n+

αβ
−n−

αβ
), |Fαβ| ≤ cF e−σ(n+

αβ
−n−

αβ
),

for some positive cG, cF and σ. We have that

K(qZ, q̄Z) = i
∑
n∈Z

(∂qnF · ∂q̄nG− ∂q̄nF · ∂qnG) =
∑
α,β

Kαβq
α
Z q̄

β
Z

satisfies

|Kαβ| ≤ c ·M2cGcF e
−σ(n+

αβ
−n−

αβ
).

Proof: A straightforward calculation yields that

Kαβ = i
∑
S

(
Gα̌+en,β̌

Fα̂,β̂+en
−Gα̌,β̌+en

Fα̂+en,β̂

)
, (3.20)

with the summation notation

S =

{
n ∈ Z, (α̌, β̌) + (α̂, β̂) = (α, β),
n+

α̂,β̂+en
− n−

α̂,β̂+en
≤M or n+

α̂+en,β̂
− n−

α̂+en,β̂
≤M

}
.

For Gα̌+en,β̌
Fα̂,β̂+en

in (3.20), note that

n+
αβ ≤ max{n+

α̌+en,β̌
, n+

α̂,β̂+en
}, n−αβ ≥ max{n−

α̌+en,β̌
, n−

α̂,β̂+en
},

then
n+
α̌+en,β̌

− n−
α̌+en,β̌

+ n+

α̂,β̂+en
− n−

α̂,β̂+en
≥ n+

αβ − n
−
αβ.

Hence

|Gα̌+en,β̌
Fα̂,β̂+en

| ≤ cGcF e
−σ(n+

α̌+en,β̌
−n−

α̌+en,β̌
)
e
−σ(n+

α̂,β̂+en
−n−

α̂,β̂+en
) ≤ cGcF e−σ(n+

αβ
−n−

αβ
).

Doing the same for Gα̌,β̌+en
Fα̂+en,β̂

in (3.20), and noting that Kαβ is a finite sum in view
of the definition of S, we have completed the proof of this lemma.

4Here we use (α, β) instead of (α′, β′) to denote (αn, βn)n∈Z for convenience.
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4 KAM step

The remaining sections are devoted to the proof of Theorem 2. In this section we
present the KAM iteration scheme applied to (2.4). This is a succession of infinitely
many steps, to eliminate lower-order θ-dependent terms in P . At each KAM step, the
perturbation is made smaller at the cost of excluding a small-measure set of parameters.
It will be shown that the KAM iterations converge and that, in the end, the total measure
of the set of parameters that has been excluded is small.

4.1 Normal form

In order to perform the KAM iteration scheme, we shall first write the Hamiltonian
(2.4) into a normal form that is more convenient for this purpose. For simplicity, we only
outline the derivation of the normal form. Detailed construction and estimation is similar
to those for the general KAM step which we will show later.

To begin the KAM iteration, we set r0 = r
2 , ε0 = ε

5
4 , and K0 = 2| ln ε|ρ−1, ρ0 = K−1

0 .
Let s0 be such that 0 < s0 < min{ε0, s}, and define D0 = Dd,ρ0(r0, s0).

Consider terms of P̆ and Ṕ . According to (2.5) and (2.6) in the assumption (A4) and
the definition of norm (2.1), we have that coefficients of

P̆ =
∑

(k,l)6=0
α,β

PklαβI
lei〈k,θ〉qαq̄β, Ṕ =

∑
α,β

P00αβq
αq̄β

satisfy that
|Pklαβ|O ≤ εe−ρn

∗
αβe−|k|r, ∀k ∈ Zb, 2|l|+ |α|+ |β| ≤ 2. (4.1)

Decompose P as P = R+ (P −R), with

R :=
∑

n∗
αβ
≤K0

2|l|+|α|+|β|≤2

Pklαβe
i〈k,θ〉qαq̄β,

and then

P −R =
∑

k,l,n∗
αβ
>K0

1≤2|l|+|α|+|β|≤2

Pklαβe
i〈k,θ〉I lqαq̄β +

∑
k,l

2|l|+|α|+|β|≥3

Pklαβe
i〈k,θ〉I lqαq̄β.

It follows, from (4.1) and the definition of the vector field norm, that one can make s0

small enough so that

‖XP−R‖D0,O ≤
1

2
ε0 =

1

2
ε

5
4 .

We can rewrite R as

R =
∑
k
|l|≤1

Pkl00e
i〈k,θ〉I l +

∑
k

|n|≤K0

(P k10
n qn + P k01

n q̄n)ei〈k,θ〉

+
∑
k

|n|,|m|≤K0

(P k20
nm qnqm + P k11

nm qnq̄m + P k02
nm q̄nq̄m)ei〈k,θ〉,
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where
P k10
n := Pk0en0, P k01

n := Pk00en ,
P k20
nm := Pkl(en+em)0, P k11

nm := Pklenem , P k02
nm := Pkl0(en+em).

The gauge invariance of P implies that for all n,m ∈ Z1,

P 010
n , P 001

n , P 020
nm , P

002
nm ≡ 0. (4.2)

To handle terms of R, we need to construct a symplectic transformation Φ∗ = Φ1
F∗

defined as the time-1 map of the Hamiltonian flow associated with a real-analytic Hamil-
tonian F∗ of the form

F∗ =
∑
k 6=0
|l|≤1

Fkl00e
i〈k,θ〉I l +

∑
k 6=0
|n|≤K0

(F k10
n qn + F k01

n q̄n)ei〈k,θ〉

+
∑
k 6=0

|n|,|m|≤K0

(F k20
nm qnqm + F k11

nm qnq̄m + F k02
nm q̄nq̄m)ei〈k,θ〉,

such that all non–resonant terms

Pkl00I
lei〈k,θ〉, k 6= 0, |l| ≤ 1,

Pk0αβe
i〈k,θ〉qαq̄β, k 6= 0, n∗αβ ≤ K0, 1 ≤ |α|+ |β| ≤ 2,

will be eliminated, and terms

P0l00I
l, |l| ≤ 1; P 011

nm qnq̄m, |n|, |m| ≤ K0,

will be added to the normal form part of the new Hamiltonian. More precisely, we shall
construct Φ1

F∗ such that F∗ satisfies the homological equation

{N,F∗}+R =
∑
|l|≤1

P0l00I
l +

∑
|n|,|m|≤K0

P 011
nm qnq̄m.

One can show that it is solvable on the parameter set

O0 =


ξ ∈ O :

|〈k, ω〉| ≥ γ0

|k|τ ,

|〈k, ω〉+ Ωn| ≥ γ0

|k|τK2
0
,

|〈k, ω〉+ Ωn + Ωm| ≥ γ0

|k|τK4
0
,

|〈k, ω〉+ Ωn − Ωm| ≥ γ0

|k|τK4
0
,

k 6= 0, |n|, |m| ≤ K0


.

By virtue of (4.2), which is guaranteed by gauge invariance of P , we need not consider the
lower bound of |Ωn| or |Ωn ± Ωm|.

The parameter set satisfies that |O \ O0| = O(γ0). Indeed, by the assumptions on ω
and Ωn, we have

|∂ξ(〈k, ω〉+ Ωm ± Ωn)| ≥ c|k|.

Therefore, by excluding some parameter set with measure O(γ0), we have that

|〈k, ω〉+ Ωm ± Ωn| ≥
γ0

|k|τK4
0

.
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The other conditions can be handled similarly.
With Φ∗ = Φ1

F∗ , the Hamiltonian (2.4) can be transformed into H0 = H ◦Φ∗ = N0 +P0

with

N0 = e0(ξ) + 〈ω0(ξ), I〉+ 〈A0(ξ)z0, z̄0〉+
∑
|n|>K0

Ωn(ξ)qnq̄n,

P0 = P̆0 + Ṕ0 =
∑
α,β

P̆ 0
αβ(θ, I; ξ)qαq̄β +

∑
α,β

Ṕ 0
αβ(ξ)qαq̄β,

where z0 = (qn)|n|≤K0
, z̄0 = (q̄n)|n|≤K0

and

e0(ξ) = e(ξ) + P0000(ξ),

ω0(ξ) = ω(ξ) + P0l00(|l|=1)(ξ),

〈A0(ξ)z0, z̄0〉 =
∑
|n|≤K0

Ωn(ξ)qnq̄n +
∑

|n|,|m|≤K0

P 011
nm (ξ)qnq̄m.

Moreover, P0 satisfies ‖XP0‖D0,O0 ≤ ε
5
4 = ε0 and

‖P̆ 0
αβ‖D0,O0 ≤

{
ε0e
−ρ0n∗αβ , |α|+ |β| ≤ 2

e−ρ0n∗αβ , |α|+ |β| ≥ 3
,

‖Ṕ 0
αβ‖D0,O0 ≤

{
ε0e
−ρ0n∗αβ , |α|+ |β| ≤ 2

e−ρ0(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

.

We shall prove that the decay property is preserved during the KAM iteration in Subsec-
tion 4.4.

Suppose that, we have arrived at the νth KAM step, and we consider the Hamiltonian
Hν = Nν + Pν , which is real-analytic on Dν = Dd,ρν (rν , sν), and C1

W parametrized by
ξ ∈ Oν , with

Nν = eν(ξ) + 〈ων(ξ), I〉+ 〈Aν(ξ)zν , z̄ν〉 +
∑
|n|>Kν

Ωn(ξ)qnq̄n,

Pν = P̆ν + Ṕν =
∑
α,β

P̆ ναβ(θ, I; ξ)qαq̄β +
∑
α,β

Ṕ ναβ(ξ)qαq̄β,

where zν = (qn)|n|≤Kν , z̄ν = (q̄n)|n|≤Kν . Moreover, Pν satisfies that ‖XPν‖Dν ,Oν < εν and

‖P̆ ναβ‖Dν ,Oν ≤
{
ενe
−ρνn∗αβ , |α|+ |β| ≤ 2

e−ρνn
∗
αβ , |α|+ |β| ≥ 3

, (4.3)

‖Ṕ ναβ‖Dν ,Oν ≤
{
ενe
−ρνn∗αβ , |α|+ |β| ≤ 2

e−ρν(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

. (4.4)

In what follows, we shall construct a subset Oν+1 ⊂ Oν , and a symplectic transfor-
mation Φν : Dν+1 → Dν , so that the Hamiltonian Hν+1 = Hν ◦ Φν = Nν+1 + Pν+1, C1

W

parametrized by ξ ∈ Oν+1, has similar properties with Hν , and

‖XPν+1‖Dν+1,Oν+1 ≤ ε
5
4
ν = εν+1.
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From now on, to simplify notations, the subscripts (or superscripts) “ν” of quantities
at the νth step are neglected, and the corresponding quantities at the (ν + 1)th step are
labeled with “+”. In addition, all constants labeled with c, c0, c1, · · · are positive and
independent of the iteration step.

Let K+ = 2| ln ε|K. In the KAM step detailed below, terms with (qn, q̄n)K<|n|≤K+

will be added to the new normal components z+, z̄+. To facilitate the calculations when
solving a homological equation later on, we will also adopt the following expression of N ,

N = e(ξ) + 〈ω(ξ), I〉+ 〈A(ξ)z, z̄〉+
∑

K<|n|≤K+

Ωn(ξ)qnq̄n +
∑
|n|>K+

Ωn(ξ)qnq̄n

= e(ξ) + 〈ω(ξ), I〉+ 〈Ã(ξ)z+, z̄+〉+
∑
|n|>K+

Ωn(ξ)qnq̄n,

where Ã is a Hermitian matrix with dim(Ã) ≤ 2K+ + 1 given by

Ã =

(
A 0
0 Ωn

)
K<|n|≤K+

(4.5)

and z+ = (qn)|n|≤K+
, z̄+ = (q̄n)|n|≤K+

.

4.2 Truncation and homological equation

Expand P̆ and Ṕ into their Taylor-Fourier series,

P̆ =
∑

(k,l)6=0
α,β

Pklαβe
i〈k,θ〉I lqαq̄β, Ṕ =

∑
α,β

P00αβq
αq̄β.

By (4.3) and (4.4), and the definition of norm ‖ · ‖D,O,

|Pklαβ|O ≤ εe−ρn
∗
αβe−|k|r, ∀k ∈ Zb, 2|l|+ |α|+ |β| ≤ 2. (4.6)

Associated with terms in the normal form N , let R be the following truncation of P :

R(θ, I, z+, z̄+) =
∑

2|l|+|α|+|β|≤2

n∗
αβ
≤K+

Pklαβe
i〈k,θ〉I lqαq̄β = R0 +R1 +R2,

with

R0 =
∑
k
|l|≤1

Pkl00e
i〈k,θ〉I l,

R1 =
∑
k

|n|≤K+

(P k10
n qn + P k01

n q̄n)ei〈k,θ〉 =:
∑
k

(〈Rk10, z+〉+ 〈Rk01, z̄+〉)ei〈k,θ〉

R2 =
∑
k

|n|,|m|≤K+

(P k20
nm qnqm + P k11

nm qnq̄m + P k02
nm q̄nq̄m)ei〈k,θ〉

=:
∑
k

(〈Rk20z+, z+〉+ 〈Rk11z+, z̄+〉+ 〈Rk02z̄+, z̄+〉)ei〈k,θ〉,
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where Rk10, Rk01, Rk20, Rk11, Rk02 are defined as

Rk10 :=
(
P k10
n

)
|n|≤K+

, Rk01 :=
(
P k01
n

)
|n|≤K+

,

Rk20 :=
(
P k20
nm

)
|n|,|m|≤K+

, Rk11 :=
(
P k11
nm

)
|n|,|m|≤K+

, Rk01 :=
(
P k01
nm

)
|n|,|m|≤K+

.

Since P̄ = P , it is clear that

P(−k)l00 = Pkl00, R(−k)10 = Rk01, R(−k)01 = Rk10,

R(−k)20 = Rk02, R(−k)11
>

= Rk11, R(−k)02 = Rk20.
(4.7)

From our definition of norms, it follows that

‖XR‖D,O ≤ ‖XP ‖D,O ≤ ε.

Let ρ+ = K−1
+ , r+ = r

2 + r0
4 and η = ε

1
4 . Since

P −R =
∑
k,l

2|l|+|α|+|β|≥3

Pklαβe
i〈k,θ〉I lqαq̄β +

∑
k,l, n∗

αβ
>K+

2|l|+|α|+|β|≤2

Pklαβe
i〈k,θ〉I lqαq̄β, (4.8)

combining with (4.6), there exists c1 > 0 such that

‖XP−R‖Dd,ρ+ (r++
r−r+

2
, ηs),O ≤ ε

∑
|n|>K+

e−(ρ−ρ+)|n| + c1ηs ≤
1

4
ε

5
4 , (4.9)

provided that

(C1) e−(ρ−ρ+)K+ ≤ 1
8ε

1
4 , c1s ≤ 1

8ε.

We are going to construct a Hamiltonian F , defined on a new domainD+ = Dd,ρ+(r+, s+)
such that, the time-1 map Φ = Φ1

F associated with the Hamiltonian vector field XF , is
a (symplectic) map from D+ to D which transforms H into H+, the Hamiltonian in the
next KAM cycle. Let F be of the form

F (θ, I, z+, z̄+) = F0 + F1 + F2,

with

F0 =
∑
k 6=0
|l|≤1

Fkl00e
i〈k,θ〉I l,

F1 =
∑
k 6=0
|n|≤K+

(F k10
n qn + F k01

n q̄n)ei〈k,θ〉 =:
∑
k 6=0

(〈F k10, z+〉+ 〈F k01, z̄+〉)ei〈k,θ〉,

F2 =
∑
k 6=0

|n|,|m|≤K+

(F k20
nm qnqm + F k11

nm qnq̄m + F k02
nm q̄nq̄m)ei〈k,θ〉

=:
∑
k 6=0

(〈F k20z+, z+〉+ 〈F k11z+, z̄+〉+ 〈F k02z̄+, z̄+〉)ei〈k,θ〉,
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and satisfy the homological equation

{N,F}+R = e′ + 〈ω′, I〉+ 〈R011z+, z̄+〉, (4.10)

where e′ = P0000 and ω′ = P0l00(|l| = 1). By simple comparison of coefficients, we can see
Equation (4.10) is equivalent to the following system

〈k, ω〉Fkl00 = iPkl00, (4.11)

(〈k, ω〉I − Ã)F k10 = iRk10, (4.12)

(〈k, ω〉I + Ã)F k01 = iRk01, (4.13)

(〈k, ω〉I − Ã)F k20 − F k20Ã = iRk20, (4.14)

(〈k, ω〉I − Ã)F k11 + F k11Ã = iRk11, (4.15)

(〈k, ω〉I + Ã)F k02 + F k02Ã = iRk02 (4.16)

for every k 6= 0 and |l| ≤ 1.
Since Ã is Hermitian, there is a unitary matrix Q such that

Q∗ÃQ = Λ := diag{µj}|j|≤K+
,

where {µj}|j|≤K+
denote the eigenvalues of Ã. In addition, by (4.5), the eigenvalues of A

are all labeled with |j| ≤ K, and µj = Ωj for K < |j| ≤ K+. Due to the block-diagonal
structure of Ã in (4.5), we have that

Qmn ≡ 0 if |m− n| > 2K + 1. (4.17)

Indeed, the diagonalization of Ã is just the diagonalization of A.
Define the new parameter set O+ ⊂ O as

O+ : =


ξ ∈ O :

|〈k, ω〉| > γ
|k|τ ,

|〈k, ω〉I + µn| > γ
|k|τK2

+
,

|〈k, ω〉I + µn + µm| > γ
|k|τK4

+
,

|〈k, ω〉I + µn − µm| > γ
|k|τK4

+
,

k 6= 0, |n|, |m| ≤ K+


.

The same as the construction of O0 in Subsection 4.1, we need not consider the lower
bound of |µn| or |µn ± µm|, in view of gauge invariance of P .

Obviously, (4.11) can be solved on O+. As for solvability of (4.12) − (4.16), let us
define the vectors R̃k10, R̃k01 and the matrices R̃k20, R̃k11, R̃k02 as

R̃k10 := Q∗Rk10, R̃k01 := Q∗Rk01,

R̃k20 := Q∗Rk20Q, R̃k11 := Q∗Rk11Q, R̃k02 := Q∗Rk02Q.

for k 6= 0. We consider the equations

(〈k, ω〉I − Λ)F̃ k10 = iR̃k10,

(〈k, ω〉I + Λ)F̃ k01 = iR̃k01,

(〈k, ω〉I − Λ)F̃ k20 − F̃ k20Λ = iR̃k20,

(〈k, ω〉I − Λ)F̃ k11 + F̃ k11Λ = iR̃k11,

(〈k, ω〉I + Λ)F̃ k02 + F̃ k02Λ = iR̃k02.
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These equations is equivalent to

(〈k, ω〉I − µn)F̃ k10
n = iR̃k10

n ,

(〈k, ω〉I + µn)F̃ k01
n = iR̃k01

n ,

(〈k, ω〉I − µn − µm)F̃ k20
nm = iR̃k20

nm ,

(〈k, ω〉I − µn + µm)F̃ k11
nm = iR̃k11

nm ,

(〈k, ω〉I + µn + µm)F̃ k02
nm = iR̃k02

nm ,

for k 6= 0, |n|, |m| ≤ K+, which can be solved on O+. Then (4.12)− (4.16) are also solved
with

F k10 := QF̃ k10, F k01 := QF̃ k01,

F k20 := QF̃ k20Q∗, F k11 := QF̃ k11Q∗, F k02 := QF̃ k02Q∗.

By (4.7), it is easy to show that

F(−k)l00 = Fkl00, F (−k)10 = F k01, F (−k)01 = F k10,

F (−k)20 = F k02, (F (−k)11)∗ = F k11, F (−k)02 = F k20.

Thus F̄ = F .

4.3 Property of the coordinate transformation

Lemma 4.1 F has gauge invariance, and for ε sufficiently small, the coefficients of F
satisfy that

|Fkl00|O+ ≤ ε
5
6 |k|2τ+1e−|k|r, (4.18)

|F k10
n |O+ , |F k01

n |O+ ≤ ε
5
6 |k|2τ+1e−|k|re−ρ|n|, (4.19)

|F k20
nm |O+ , |F k11

nm |O+ , |F k02
nm |O+ ≤ ε

5
6 |k|2τ+1e−|k|re−ρmax{|n|,|m|}. (4.20)

Proof: Let us first consider F k20
mn for instance, with other terms in (4.19) and (4.20)

analogous. By the construction above, we can present F k20
mn as

F k20
nm = i

∑
F

Qnn1Q
∗
n1n2

Rk20
n2n3

Qn3n4Q
∗
n4m

〈k, ω〉 − µn1 − µn4

, (4.21)

where the summation notation F denotes{
|n1|, |n2|, |n3|, |n4| ≤ K+,
|n1 − n|, |n2 − n1| ≤ 2K + 1, |n4 −m|, |n3 − n4| ≤ 2K + 1

}
,

by virtue of the structure of Q in (4.17). Then by (4.6),

sup
ξ∈O+

|F k20
nm (ξ)| ≤ c(γ−1|k|τK4

+)K4e(2K+1)ρεe−ρmax{|n|,|m|}e−|k|r.

Here we have applied the property of the orthogonal matrix Q, and used the factor e(2K+1)ρ

to recover the exponential decay.
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To estimate |∂ξjF k20
nm |, we need to differentiate both sides of (4.14) with respect to ξj ,

j = 1, 2, · · · , b. Then we obtain the equation about ∂ξjF
k20

(〈k, ω〉I − Ã)(∂ξjF
k20)− (∂ξjF

k20)Ã = Gk20
ξj ,

which can be solved by diagonalizing Ã via Q as above, where

Gk20
ξj := i∂ξjR

k20 + F k20(∂ξj Ã)− [∂ξj (〈k, ω〉I − Ã)]F k20.

Just like (4.21), we get the formulation

∂ξjF
k20
nm =

∑
F

Qnn1Q
∗
n1n2

(Gk20
ξj

)n2n3Qn3n4Q
∗
n4m

〈k, ω〉 − µn1 − µn4

.

By the decay property of Rk20 and the construction of Ã, we have that

sup
ξ∈O+

|(Gk20
ξj )nm| ≤ c(γ−1|k|τ+1K4

+)K5e(4K+2)ρεe−ρmax{|n|,|m|}e−|k|r.

Thus there exists c2 > 0 such that

sup
ξ∈O+

(|F k20
nm |+ |∂ξF k20

nm |)

≤ c2(γ−2|k|2τ+1K8
+)K9e(6K+3)ρεe−ρmax{|n|,|m|}e−|k|r

≤ ε
5
6 |k|2τ+1e−ρmax{|n|,|m|}e−|k|r.

It is easy to see that

|Fkl00|O+ ≤ |〈k, ω〉|−2|k||Pkl00|O+ ≤ γ−2|k|2τ+1e−|k|rε, k 6= 0, |l| ≤ 1,

by the definition of O+. Thus, (4.18)− (4.20) hold under the assumption

(C2) c2γ
−2K8

+K
9e(6K+3)ρε

1
6 ≤ 1.

Suppose that
∑b
j=1 kj + 2 6= 0, which means Rk20 ≡ 0. By the formulation of F k20

mn in

(4.21), F k20 ≡ 0. Doing the same thing for F k11, F k02, F k10, F k01 as above, we obtain
the gauge invariance of F .

We proceed to estimate the norm of XF and to study properties of Φ1
F , on domains

Di := Dd,ρ+(r+ + i
4(r − r+), i4s), i = 1, 2, 3, 4.

Lemma 4.2 For ε sufficiently small, we have ‖XF ‖D3,O+ ≤ ε
4
5 .

Proof: In view of (4.18)− (4.20), it follows that

1

s2
‖∂θF‖D3,O+ , ‖∂IF‖D3,O+ ≤ c(r − r+)−(2τ+b+1)ε

5
6 ,
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and

sup
D3

1

s

∑
n∈Z1

(
‖∂qnF‖O+ + ‖∂q̄nF‖O+

)
〈n〉deρ+|n|

≤ sup
D3

c

s

∑
k 6=0
|n|≤K+

(
|F k10
n |O+ + |F k01

n |O+

)
e|k|(r−

1
4

(r−r+))〈n〉deρ+|n|

+ sup
D3

c

s

∑
k 6=0

|n|,|m|≤K+

(|F k20
mn |O+ + |F k11

mn |O+ + |F k02
mn |O+)|qm|e|k|(r−

1
4

(r−r+))〈n〉deρ+|n|

≤ c(r − r+)−(2τ+b+1)Kd
+e

ρ+K+ε
5
6 .

Putting together the estimates above, there exists a constant c3 such that

‖XF ‖D3,O+ ≤ c3(r − r+)−(2τ+b+1)Kd
+e

ρ+K+ε
5
6 .

Moreover, if

(C3) c3(r − r+)−(2τ+b+1)Kd
+e

ρ+K+ε
1
30 ≤ 1,

then Lemma 4.2 follows.

Now let Diη := Dd,ρ+(r+ + i
4(r − r+), i4ηs), i = 1, 2, 3, 4.

Lemma 4.3 For ε sufficiently small, we have Φt
F : D2η → D3η, −1 ≤ t ≤ 1, and

moreover,

‖DΦt
F − Id‖D1η < 2ε

4
5 .

Proof: Let

‖DmF‖D,O+ = max


∥∥∥∥∥ ∂|i|+|l|+|α|+|β|F

∂θi∂I l∂(z+)α∂(z̄+)β

∥∥∥∥∥
D,O+

, |i|+ |l|+ |α|+ |β| = m ≥ 2

 .
Notice that F is a polynomial of order 1 in I and of order 2 in z+, z̄+. It thus follows
from Lemma 4.2 and Cauchy inequality (Lemma 2.2 in Section 2) that

‖DmF‖D2,O+ < ε
4
5 , ∀m ≥ 2.

Using the integral equation

Φt
F = id +

∫ t

0
XF ◦ Φs

F ds

and Lemma 4.2, one sees easily that Φt
F : D2η → D3η , −1 ≤ t ≤ 1 . Moreover, since

DΦt
F = Id+

∫ t

0
(DXF )DΦs

F ds = Id+

∫ t

0
J(D2F )DΦs

F ds,

where J denotes the standard symplectic matrix, it follows that

‖DΦt
F − Id‖D1η ≤ 2‖D2F‖D2η ≤ 2ε

4
5 .
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4.4 Estimation for the new Hamiltonian

Let Φ = Φ1
F , s+ =

1

8
ηs , D+ = Dd,ρ+(r+, s+) and

N+ = e+ + 〈ω+, I〉+ 〈A+z+, z̄+〉+
∑
|n|>K+

Ωnqnq̄n,

where e+ = e + e′, ω+ = ω + ω′, A+ = Ã + R011. Then Φ : D+ → D and, by Taylor’s
second-order formula,

H+ := H ◦ Φ = (N +R) ◦ Φ + (P −R) ◦ Φ

= N + {N,F}+R+

∫ 1

0
(1− t){{N,F}, F} ◦ Φt

F dt

+

∫ 1

0
{R,F} ◦ Φt

F dt+ (P −R) ◦ Φ1
F

= N + {N,F}+R+ P+

= N+ + P+ + {N,F}+R− e′ − 〈ω′, I〉 − 〈R011z+, z̄+〉
= N+ + P+,

where P+ =

∫ 1

0
{(1− t){N,F}+R,F} ◦ Φt

F dt+ (P −R) ◦ Φ1
F .

The new normal form N+ has properties similar to those of N . Observe that, since
Ã∗ = Ã and (R011)∗ = R011, we have A∗+ = A+, i.e., A+ is a Hermitian matrix. Then,

from the assumptions on P̆ and Ṕ , we further have that

|ω+ − ω|O+ ≤ ε, |(A+ − Ã)nm|O+ ≤ εe−ρmax{|n|,|m|}, (4.22)

which will be used for the measure estimates. The eigenvalues of A+, {µ+
j }|j|≤K+

, can be

labeled with |µ+
j − µj |O+ ≤ cε in view of the min-max principle[38].

Let R(t) = (1− t)(N+ −N) + tR. Then P+ can be rewritten as

P+ =

∫ 1

0
(1− t){{N,F}, F} ◦ Φt

F dt +

∫ 1

0
{R,F} ◦ Φt

Fdt+ (P −R) ◦ Φ1
F

=

∫ 1

0
{R(t), F} ◦ Φt

F dt+ (P −R) ◦ Φ1
F .

Hence, XP+ =
∫ 1

0 (Φt
F )∗X{R(t),F} dt + (Φ1

F )∗X(P−R). By Lemma 4.3,

‖DΦt
F ‖D1η ≤ 1 + ‖DΦt

F − I‖D1η ≤ 2, −1 ≤ t ≤ 1.

Furthermore, by Lemma 2.3, we also have

‖X{R(t),F}‖D2η ≤ cη−2ε
9
5 =

1

4
ε

5
4 .

Then, combining with (4.9), ‖XP+‖D+,O+ ≤ ε
5
4 = ε+.
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Note that

P+ = P −R+ {P, F}+
1

2!
{{N,F}, F}+

1

2!
{{P, F}, F}+ · · ·

+
1

n!
{· · · {N,F} · · · , F︸ ︷︷ ︸

n

}+
1

n!
{· · · {P, F} · · · , F︸ ︷︷ ︸

n

}+ · · · .

The reality of P+ is verified easily because, for any two function F and G satisfying F̄ = F
and Ḡ = G respectively, their Poisson bracket {F,G} satisfies {F,G} = {F ,G} = {F,G}.

It has been proved that the gauge invariance is preserved during the KAM iteration
by Lemma 2.4, so we only need to examine the decay property of P+. More precisely, if
we decompose P+ as P+ = P̆+ + Ṕ+ with

P̆+ =
∑
α,β

P̆+
αβ(θ, I; ξ)qαq̄β, Ṕ+ =

∑
α,β

Ṕ+
αβ(ξ)qαq̄β,

we will show that

‖P̆+
αβ‖D+,O+ ≤

{
ε+e

−ρ+n∗αβ , |α|+ |β| ≤ 2

e−ρ+n∗αβ , |α|+ |β| ≥ 3
,

‖Ṕ+
αβ‖D+,O+ ≤

{
ε+e

−ρ+n∗αβ , |α|+ |β| ≤ 2

e−ρ+(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

.

For terms of P −R in (4.8), we have

‖P̆αβ‖D+,O+ ≤ e
−ρn∗αβ , ‖Ṕαβ‖D+,O+ ≤ e

−ρ(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3.

If |α|+ |β| ≤ 2, then by (C1) and n∗αβ > K+,

‖P̆αβ‖D+,O+ , ‖Ṕαβ‖D+,O+ ≤ εe
−ρn∗αβ ≤ εe−(ρ−ρ+)K+ · e−ρ+n∗αβ ≤ 1

2
ε+e

−ρ+n∗αβ .

Here we applied the estimate |I| ≤ s+ ≤ 1
8ε+ to handle the case that |α| + |β| ≤ 2 and

2|l|+ |α|+ |β| ≥ 3.
The decay property of remaining terms, which are made up of several Poisson brackets,

is covered by the following lemma.

Lemma 4.4 For ε sufficiently small, we have

‖{P, F}αβ‖D3η ,O+ ≤
1

4
ε

1
4

{
εe−ρn

∗
αβ , |α|+ |β| ≤ 2

e−ρn
∗
αβ , |α|+ |β| ≥ 3

.

Proof: A straightforward calculation yields that

{P, F}αβ = i
∑
|n|≤K+

(α̌,β̌)+(α̂,β̂)=(α,β)

(
Pα̌+en,β̌

Fα̂,β̂+en
− Pα̌,β̌+en

Fα̂+en,β̂

)
(4.23)

+
∑

(α̌,β̌)+(α̂,β̂)=(α,β)

{
Pα̌β̌, Fα̂β̂

}
. (4.24)

In view of Lemma 4.1, we know that ‖Fαβ‖D3,O+ ≤ ε
4
5 e−ρn

∗
αβ .
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(1) Terms in (4.23)

Let us first consider the term Pα̌+en,β̌
Fα̂,β̂+en

, which contains P̆α̌+en,β̌
Fα̂,β̂+en

and

Ṕα̌+en,β̌
Fα̂,β̂+en

. In view of the construction of F , we have that

|α̂|+ |β̂ + en| = 1 or 2. (4.25)

i) |α|+ |β| ≤ 2

In this case, |α̌+ en|+ |β̌| = |α|+ |β|+ 1− (|α̂|+ |β̂|) ≤ 3.

• If |α̌+ en|+ |β̌| ≤ 2, then, noting that n∗αβ ≤ max{n∗
α̌+en,β̌

, n∗
α̂,β̂+en

}, we have

‖P̆α̌+en,β̌
Fα̂,β̂+en

‖D3,O+ , ‖Ṕα̌+en,β̌
Fα̂,β̂+en

‖D3,O+ ≤ εe
−ρn∗

α̌+en,β̌ · ε
4
5 e
−ρn∗

α̂,β̂+en

≤ ε
9
5 e−ρn

∗
αβ . (4.26)

• If |α̌+ en|+ |β̌| = 3, then gauge invariance of P implies Ṕα̌+en,β̌
= 0. By (4.25), we

can see that the only case, in which a higher-order term of P is transformed into a
lower-order term of {P, F}(indeed only {P̆ , F}), is (α̂, β̂) = (0, 0), (α̌, β̌) = (α, β).
By the definition of norm ‖XF ‖D3,O and the decay property of P ,

‖P̆α+en,β‖D3,O ≤ e
−ρn∗α+en,β , ‖F0,en‖D3,O+ ≤ csε

4
5 e−ρ|n|.

Thus, noting that n∗αβ ≤ max{n∗α+en,β
, |n|}, we have

‖P̆α+en,βF0,en‖D3,O+ ≤ csε
4
5 e−ρn

∗
αβ ≤ cε

9
5 e−ρn

∗
αβ . (4.27)

ii) |α|+ |β| ≥ 3

In this case, |α̌ + en| + |β̌| ≥ 3. By the same argument as above, noting that n∗αβ ≤
max{n∗

α̌+en,β̌
, n∗

α̂,β̂+en
}, or n∗αβ ≤ n

+
α̌+en,β̌

− n−
α̌+en,β̌

+ n∗
α̂,β̂+en

,

‖P̆α̌+en,β̌
Fα̂,β̂+en

‖D3,O+ ≤ e
−ρn∗

α̌+en,β̌ · ε
4
5 e
−ρn∗

α̂,β̂+en ≤ ε
4
5 e−ρn

∗
αβ , (4.28)

‖Ṕα̌+en,β̌
Fα̂,β̂+en

‖D3,O+ ≤ e
−ρ(n+

α̌+en,β̌
−n−

α̌+en,β̌
) · ε

4
5 e
−ρn∗

α̂,β̂+en ≤ ε
4
5 e−ρn

∗
αβ . (4.29)

Doing the same for Pα̌,β̌+en
Fα̂+en,β̂

, we finish estimates for terms in (4.23).

(2) Terms in (4.24)

By Lemma 2.2 and the inequality n∗αβ ≤ max{n∗
α̌β̌
, n∗

α̂β̂
}, we have

‖{Pα̌β̌, Fα̂β̂}‖D3η ,O+ ≤ c(r − r+)−1η−2

{
ε

9
5 e−ρn

∗
αβ , |α|+ |β| ≤ 2

ε
4
5 e−ρn

∗
αβ , |α|+ |β| ≥ 3

. (4.30)

Combining (4.26)− (4.30), there exists c4 > 0 such that

‖{P, F}αβ‖D3η ,O+ ≤ c4(r − r+)−1η−2K2
+

{
ε

9
5 e−ρn

∗
αβ , |α|+ |β| ≤ 2

ε
4
5 e−ρn

∗
αβ , |α|+ |β| ≥ 3

,

applying the fact that |α̂|+ |β̂| ≤ 2. Moreover, if
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(C4) c4(r − r+)−1K2
+ε

1
20 ≤ 1

4 ,

then Lemma 4.4 follows.

For Y = P+ − (P − R) =
∑
α,β Yαβq

αq̄β, which is made up with iterated Poisson
brackets, we can estimate them as above, and obtain

‖Yαβ‖D+,O+ ≤
{

1
2ε+e

−ρn∗αβ , |α|+ |β| ≤ 2

ε
1
5 e−ρn

∗
αβ , |α|+ |β| ≥ 3

.

for ε sufficiently small. If we decompose Y into Y̆ and Ý , with

Y̆ =
∑
α,β

Y̆αβ(θ, I; ξ)qαq̄β, Ý =
∑
α,β

Ýαβ(ξ)qαq̄β,

then

‖Y̆αβ‖D+,O+ ≤
{

1
2ε+e

−ρ+n∗αβ , |α|+ |β| ≤ 2

ε
1
5 e−ρ+n∗αβ , |α|+ |β| ≥ 3

,

‖Ýαβ‖D+,O+ ≤
{

1
2ε+e

−ρ+n∗αβ , |α|+ |β| ≤ 2

ε
1
5 e−ρ+(n+

αβ
−n−

αβ
), |α|+ |β| ≥ 3

.

applying the basic facts 1
2(n+

αβ − n
−
αβ) ≤ n∗αβ and ρ+ < ρ

2 .
This completes one step of KAM iterations.

5 Proof of the KAM theorem

Let r0, s0, ρ0, ε0, γ0, K0, O0, H0, N0, P0 be as given in Subsection 4.1. For ν = 1, 2, · · ·,
define the following sequences:

εν = ε
5
4
ν−1 = ε

( 5
4)
ν

0 , ην = ε
1
4
ν , γν = ε

1
16
ν , Kν = 2| ln εν−1|Kν−1, ρν = K−1

ν ,

rν = r0

(
1−

ν+1∑
i=2

2−i
)
, sν =

1

8
ην−1sν−1 = 2−3ν

(
ν−1∏
i=0

εi

) 1
4

s0.

Consider Hν = Nν + Pν on Dν = Dd,ρν (rν , sν), with

Nν = eν(ξ) + 〈ων(ξ), I〉+ 〈Aν(ξ)zν , z̄ν〉+
∑
|n|>Kν

Ωn(ξ)qnq̄n

= eν(ξ) + 〈ων(ξ), I〉+ 〈Ãν(ξ)zν+1, z̄ν+1〉+
∑

|n|>Kν+1

Ωn(ξ)qnq̄n,

Pν = P̆ν + Ṕν =
∑
α,β

P̆ ναβ(θ, I; ξ)qαq̄β +
∑
α,β

Ṕ ναβ(ξ)qαq̄β

where zν = (qn)|n|≤Kν , z̄ν = (q̄n)|n|≤Kν , and

Ãν =

(
Aν 0
0 Ωn

)
Kν<|n|≤Kν+1
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whose eigenvalues are {µνj }|j|≤Kν+1
, with {µνj }|j|≤Kν being eigenvalues of Aν and µνj = Ωj

for Kν < |j| ≤ Kν+1. Let

Oν+1 =


ξ ∈ Oν :

|〈k, ων〉| > γν
|k|τ

|〈k, ων〉+ µνn| >
γν

|k|τK2
ν+1

,

|〈k, ων〉+ µνn + µνm| ≤
γν

|k|τK4
ν+1

,

|〈k, ων〉+ µνn − µνm| ≤
γν

|k|τK4
ν+1

,

k 6= 0, |n|, |m| ≤ Kν+1


.

5.1 Iteration Lemma

The preceding analysis may be summarized in the following

Lemma 5.1 There exists ε0 sufficiently small such that the following holds for all ν =
0, 1, · · ·.

(a) Hν = Nν + Pν is real-analytic on Dν , C1
W parametrized by ξ ∈ Oν , and

|ων+1 − ων |Oν+1 , |(Aν+1 − Ãν)nm|Oν+1 ≤ ενe−ρν max{|n|,|m|}.

Moreover, Pν has gauge invariance, and ‖XPν‖Dν ,Oν ≤ εν ,

‖P̆ ναβ‖Dν ,Oν ≤
{
ενe
−ρνn∗αβ , |α|+ |β| ≤ 2

e−ρνn
∗
αβ , |α|+ |β| ≥ 3

,

‖Ṕ ναβ‖Dν ,Oν ≤
{
ενe
−ρνn∗αβ , |α|+ |β| ≤ 2

e−ρν(n+
αβ
−n−

αβ
), |α|+ |β| ≥ 3

.

(b) There is a symplectic transformation Φν : Dν+1 → Dν with

‖DΦν − Id‖Dν+1,Oν+1 ≤ ε
4
5
ν

such that Hν+1 = Hν ◦ Φν .

Proof: Let c0 = e10 max{c1, c2, c3, c4}. We need to verify the assumptions (C1)− (C4)
for all ν = 0, 1, · · ·. Noting that rν − rν+1 = r0

2ν+2 and ρνKν = 1, it is sufficient for us to
check:

(D1) c0sν ≤ εν ,

(D2) c0r
−(2τ+b+1)
0 2(ν+2)(2τ+b+1)Kd+20

ν+1 ≤ ε
− 1

30
ν ,

for all ν = 0, 1, · · · .
By the choice of s0, the condition (D1) clearly holds for ν = 0. Suppose that it holds

for some ν. Then it is easy to see that

c0sν+1 = 2−3ε
1
4
ν · c0sν < 2−3ε

1
4
ν · εν < εν+1.

Hence (D1) holds for all ν.
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As for (D2), let us take ε0 sufficiently small such that

c0r
−(2τ+b+1)
0 2(2τ+b+1)(2K0| ln ε0|)d+20 ≤ ε−

1
30

0 ,

then (D2) holds for ν = 0. Since for ν = 0, 1, · · ·,

Kν+1 = 2Kν | ln εν | = 2ν+1K0

ν∏
i=0

| ln εi| = K0(2| ln ε0|)ν+1
(

5

4

) (ν+1)ν
2

,

while ε
− 1

30
ν =

(
ε
− 1

30
0

)( 5
4)
ν

. This means that the right side of (D2) grows with ν much

faster than the left side. Thus, (D2) holds true.

5.2 Convergence

Define Ψν = Φ∗ ◦Φ0 ◦Φ1 ◦ · · · ◦Φν−1, ν = 1, 2, · · ·. An induction argument shows that
Ψν : Dν+1 → D0 and

H0 ◦Ψν = Hν = Nν + Pν , ν = 1, 2, · · · .

Let Oε = ∩∞ν=0Oν . Using Lemma 4.3 and standard arguments (e.g., [30, 36]), it
concludes that Hν , Nν , Pν and Ψν converge uniformly on Dd,0(1

2r0, 0) × Oε to, say, H∞,
N∞, P∞ and Ψ∞, respectively, in which case it is clear that

N∞ = e∞ + 〈ω∞, I〉+ 〈A∞z∞, z̄∞〉.

Since εν = ε
( 5

4
)ν

0 , we have, by Lemma 5.1, that XP∞ |Dd,0( 1
2
r0,0)×Oε = 0.

Since H0 ◦Ψν = Hν , we have Φt
H0
◦Ψν = Ψν ◦Φt

Hν
, with Φt

H0
denoting the flow of the

Hamiltonian vector field XH0 . The uniform convergence of Ψν and XHν implies that one
can pass the limit in the above and conclude that

Φt
H0
◦Ψ∞ = Ψ∞ ◦ Φt

H∞ , Ψ∞ : Dd,0(
1

2
r0, 0)→ D.

Hence,

Φt
H0

(Ψ∞(Tb × {ξ})) = Ψ∞Φt
N∞(Tb × {ξ}) = Ψ∞(Tb × {ξ}), ∀ξ ∈ Oε.

This means that Ψ∞(Tb × {ξ}) is an embedded invariant torus of the original perturbed
Hamiltonian system at ξ ∈ Oε. Moreover, the frequencies ω∞(ξ) associated with Ψ∞(Tb×
{ξ}) are slightly deformed from the unperturbed ones, ω(ξ).

5.3 Measure estimates

At the νth step of KAM iteration, we need to exclude the following resonant parameter
set

Rνk := Rν1
k

⋃ ⋃
|n|≤Kν+1

Rν2
kn

⋃ ⋃
|n|,|m|≤Kν+1

Rν3
knm

⋃ ⋃
|n|,|m|≤Kν+1

Rν4
knm

 ,
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for all k 6= 0, where

Rν1
k :=

{
ξ ∈ Oν : |〈k, ων〉| <

γν
|k|τ

}
,

Rν2
kn :=

{
ξ ∈ Oν : |〈k, ων〉+ µνn| <

γν
|k|τK2

ν+1

}
,

Rν3
knm :=

{
ξ ∈ Oν : |〈k, ων〉+ µνn + µνm| <

γν
|k|τK4

ν+1

}
,

Rν4
knm :=

{
ξ ∈ Oν : |〈k, ων〉+ µνn − µνm| <

γν
|k|τK4

ν+1

}
.

It is clear that O0 \ Oε ⊆
⋃
ν≥0

⋃
k 6=0Rνk.

As eigenvalues of the Hermitian matrix Ãν , it is well-known that {µνn}|n|≤Kν+1
C1
W de-

pend on ξ and there exist orthonormal eigenvectors ψνn corresponding to µνn, C1
W depending

on ξ (see e.g. [13]). It follows that µνn = 〈Ãνψνn, ψ̄νn〉 and

∂ξjµ
ν
n = 〈(∂ξj Ãν)ψνn, ψ̄

ν
n〉, j = 1, · · · , b.

Recalling that ω0 is a diffeomorphism of ξ, and supξ∈O |∂ξΩn| � 1, together with the
estimates in (4.22), we have

|∂ξ(〈k, ων〉+ µνm − µνn)| ≥ |∂ξ(〈k, ω0〉+ Ωn − Ωm)| − ε
1
2
0 |k| − ε

1
2
0 = O(|k|)

for the set Rν4
knm. The cases for Rν1

k , Rν2
kn, Rν3

knm can be handled in an entirely analogous
way. Thus for fixed k 6= 0,∣∣∣∣∣∣Rν1

k

⋃ ⋃
|n|≤Kν+1

Rν2
kn

⋃ ⋃
|n|,|m|≤Kν+1

Rν3
knm

⋃ ⋃
|n|,|m|≤Kν+1

Rν4
knm

∣∣∣∣∣∣ ≤ cγν
|k|τ+1

.

Since τ ≥ b, we have that

|O0 \ Oε| ≤

∣∣∣∣∣∣
⋃
ν≥0

⋃
k 6=0

Rνk

∣∣∣∣∣∣ ≤ c
∑
ν≥0

∑
k 6=0

γν
|k|τ+1

= c
∑
ν≥0

γν ∼ γ0 = ε
1
16
0 .

A Appendix

A.1 The original form of Theorem 3

Given R > 0, HR denotes the set of period-one holomorphic bounded functions f on

SR = {z ∈ C : |Imz| < R},

equipped with the sup-norm
‖f‖R = sup

z∈SR
|f(z)|.
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PR denotes the set of period-one meromorphic functions f on SR such that there is a
constant c > 0 with

|f(z)− f(z − a)| ≥ c|a|1, ∀a ∈ R, ∀z ∈ SR, (A.1)

where | · |1 is defined as in (1.2). Then |f |R is defined as the biggest possible value of c
in (A.1). It is obvious the function V (x) = tanπx belongs to PR for any R > 0, with
|V |R ≥ 1.

For σ > 0, R > 0 and α̃ ∈ Rd satisfying the Diophantine condition, i.e., there exist
γ̃ > 0, τ̃ > d such that

|〈n, α̃〉|1 >
γ̃

|n|τ̃
, ∀n ∈ Zd \ {0},

let U α̃R,σ denote the Banach ∗-algebra of kernels m = {m(z, n)}n∈Zd,z∈SR , where for each

n ∈ Zd, the map z 7→ m(z, n) belongs to HR(or PR), and

‖m‖′R,σ := sup
z∈SR

∑
n∈Zd
|m(z, n)|eσ|n|

is finite. (We need to exclude a subset of SR with measure zero in the case that m(·, n) ∈
PR and there is some poles in SR.) The ∗-algebraic structure is defined by

(m1 ·m2)(z, n) :=
∑
l∈Zd

m1(z, l)m2(z − 〈l, α̃〉, n− l),

m∗(z, n) := m(z̄ − 〈n, α̃〉,−n).

Then the norm is defined by

‖m‖R,σ = max {‖m‖′R,σ, ‖m∗‖′R,σ}.

For example, if g ∈ HR(or g ∈ PR) then g can be considered as an element of U α̃R,σ, by
putting:

g(z, n) := g(z)δn,0.

Such a kernel is called diagonal. If e ∈ Zd, ue is the kernel

ue(z, n) := δn,e.

One can easily see that u0 is an identity and

u∗eue = ueu
∗
e = u0, ∀e ∈ Zd.

The Laplace kernel is then given by

∆ =
∑
e=±1

ue.

A canonical set of representations of U α̃R,σ in `2(Zd) is given by

[Πz(m)ψ](n) =
∑
l∈Zd

m(z − 〈n, α̃〉, l − n)ψ(l),

where ψ ∈ `2(Zd), z ∈ SR and m ∈ U α̃R,σ. Actually, Πz(m) can be seen as an infinite
matrix, with its matrix elements [Πz(m)]ln = m(z − 〈n, α̃〉, l − n).
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Theorem 4 (Theorem 1 of [2]) Given R > 0, r > 0, and α̃ ∈ Rd satisfying the
Diophantine condition, i.e., for all n ∈ Zd \ {0}

|〈n, α̃〉|1 ≥
γ̃

|n|τ̃
,

for some γ̃ > 0 and τ̃ > d. If V ∈ PR, there is a positive constant εc, depending on R, σ,
γ̃, τ̃ and |V |R only such that if m ∈ U α̃R,σ, ‖m‖R,σ < εc, there exists an invertible element

u ∈ U α̃R,σ and V̂ ∈ PR/2 with

u(V +m)u−1 = V̂ , (A.2)

max {‖u− Id‖R/2, σ/2, ‖u−1 − Id‖R/2, σ/2} ≤ c‖m‖R,σ, (A.3)

V − V̂ ∈ HR/2, ‖V − V̂ ‖R/2 ≤ ‖m‖R,σ, (A.4)

|V̂ |R/2 ≥
1

2
|V |R. (A.5)

If in addition m+ V is self-adjoint, then u is unitary and V̂ = V̂ ∗.

Corollary 1 (Corollary 1 of [2]) Let m and V be as in the previous theorem. Then
the operator Hz =

∏
z(m+ V ) has a complete set of eigenvectors which are exponentially

localized. The corresponding eigenvalues are the set

{V̂ (z − 〈n, α̃〉) : z − 〈n, α̃〉 is not a pole of V, n ∈ Zd}.

Now, for d = 1, σ = 4 and arbitrary R > 0, consider the Schrödinger operator on `2(Z)

(Lxq)n = (ε∆q)n + tanπ(nα̃+ x)qn = ε(qn−1 + qn+1) + tanπ(nα̃+ x)qn, x ∈ X .

In the set-up above, it can be expressed as Πx(ε∆+V ). Obviously, ‖ε∆‖R,σ < cε. Theorem
4 implies that if ε is sufficiently small, then for every x ∈ X ⊂ SR, there is an orthogonal
transformation Ux = Πx(u) on `2(Z) such that

U∗xLxUx = diag{V̂ (x+ nα̃)}n∈Z,

where u ∈ U α̃R,σ, V̂ ∈ PR/2 with g(z) := V̂ (z)− tanπz contained in HR/2 and ‖g‖R/2 < cε.

By Corollary 1, {V̂ (x+ nα̃)}n∈Z ⊂ R is exactly the set of the eigenvalues of the operator
Lx. By (A.3) in Theorem 4, the infinite matrix Ux has off-diagonal decay, i.e., the matrix
elements (Ux − IZ)mn satisfy

|(Ux − IZ)mn| = |u(x− nα̃,m− n)− δmn| ≤ cεe−2|m−n|.

Setting several constants c = 1 for convenience, we obtain the content of Theorem 3.
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A.2 Proof of Lemma 3.1

For |i|, |j|, |n|, |m| ≤ κ| ln ε|, we consider the function

V 0
i,j,n,m(x) := tanπ(x+ iα̃)− tanπ(x+ jα̃) + tanπ(x+ nα̃)− tanπ(x+mα̃)

on R/Z. To get the lower bound in (3.19), it is sufficient to show that

|V 0
i,j,n,m(x)| ≥ 2ε

1
4

on some subset of R/Z, since supx∈R/Z |V̂ (x)− tanπx| ≤ ε.
It is necessary to restrict the functions on the subset X0 = X ′0 ∩ X ′′0 ⊂ R/Z, with the

necessity clear somewhat later, where

X ′0 := {x ∈ R/Z :

∣∣∣∣x+ nα̃− 1

2

∣∣∣∣ ≥ ε 1
1200 , ∀|n| ≤ κ| ln ε|},

X ′′0 := {x ∈ R/Z : | tanπ(x+ nα̃)| ≥ ε
1

1200 , ∀|n| ≤ κ| ln ε|}.

Hence on X0, for |n| ≤ κ| ln ε|,

ε
1

1200 ≤ | tanπ(x+ nα̃)| ≤
∣∣∣∣tanπ

(
1

2
− ε

1
1200

)∣∣∣∣ =
∣∣∣tan ε

1
1200π

∣∣∣−1
≤ cε−

1
1200 , (A.6)

if ε is sufficiently small. Then V 0
i,j,n,m(x) are all bounded piecewise smooth functions on

X0. It is easy to see that there is at most cκ| ln ε| many connected components contained
in X0 and

mes(R/Z \ (X ′0 ∩ X ′′0 )) ≤ cκ| ln ε| · ε
1

1200 < ε
1

1400

for ε sufficiently small.
It is clear {i, n} = {j,m} implies that V 0

i,j,n,m ≡ 0, so we assume that {i, n} 6= {j,m}.
If, in addition, {i, n} ∩ {j,m} 6= ∅, then the intersection has a single element. Assume
that i = j without loss of generality, then n 6= m and

V 0
i,j,n,m(x) = tanπ(x+ nα̃)− tanπ(x+mα̃). (A.7)

Thus, we have

|V 0
i,j,n,m(x)| ≥ π|(n−m)α̃|1 ≥

πγ̃

(2κ)τ̃ | ln ε|τ̃
≥ ε

1
1200 . (A.8)

The case {i, n}∩{j,m} = ∅ is much more complex, which can be decomposed into the
following four subcases:

(S1) {i, n} ∩ {j,m} = ∅ with i 6= n and j 6= m;

(S2) {i, n} ∩ {j,m} = ∅ with i = n and j 6= m;

(S3) {i, n} ∩ {j,m} = ∅ with i 6= n and j = m;

(S4) {i, n} ∩ {j,m} = ∅ with i = n and j = m.
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We only need to consider the subcases (S1)− (S3), since in the subcase (S4),

V 0
i,j,n,m(x) = 2(tanπ(x+ nα̃)− tanπ(x+mα̃)),

which is the same as in (A.7). Corresponding to (S1)− (S3), let

B1(x) :=


tanπ(x+ iα̃) tanπ(x+ jα̃) tanπ(x+ nα̃) tanπ(x+mα̃)
tan2 π(x+ iα̃) tan2 π(x+ jα̃) tan2 π(x+ nα̃) tan2 π(x+mα̃)
tan3 π(x+ iα̃) tan3 π(x+ jα̃) tan3 π(x+ nα̃) tan3 π(x+mα̃)
tan4 π(x+ iα̃) tan4 π(x+ jα̃) tan4 π(x+ nα̃) tan4 π(x+mα̃)

 ,
and

B2(x) :=

 tanπ(x+ iα̃) tanπ(x+ jα̃) tanπ(x+mα̃)
tan2 π(x+ iα̃) tan2 π(x+ jα̃) tan2 π(x+mα̃)
tan3 π(x+ iα̃) tan3 π(x+ jα̃) tan3 π(x+mα̃)

 ,

B3(x) :=

 tanπ(x+ iα̃) tanπ(x+ nα̃) tanπ(x+mα̃)
tan2 π(x+ iα̃) tan2 π(x+ nα̃) tan2 π(x+mα̃)
tan3 π(x+ iα̃) tan3 π(x+ nα̃) tan3 π(x+mα̃)

 .
Lemma A.1 Given |i|, |j|, |n|, |m| ≤ κ| ln ε|. If ε is sufficiently small, then for any x ∈ X0,
we have

• when (S1) holds, | det(B1(x))| ≥ ε
1

120 ;

• when (S2) holds, |det(B2(x))| ≥ ε
1

200 ;

• when (S3) holds, |det(B3(x))| ≥ ε
1

200 .

Proof: The determinant of B1(x) can be written as

tanπ(x+ iα̃) · tanπ(x+ jα̃) · tanπ(x+ nα̃) · tanπ(x+mα̃) · det(B̃1(x)),

with B̃1(x) the Vandermonde matrix
1 1 1 1

tanπ(x+ iα̃) tanπ(x+ jα̃) tanπ(x+ nα̃) tanπ(x+mα̃)
tan2 π(x+ iα̃) tan2 π(x+ jα̃) tan2 π(x+ nα̃) tan2 π(x+mα̃)
tan3 π(x+ iα̃) tan3 π(x+ jα̃) tan3 π(x+ nα̃) tan3 π(x+mα̃)

 .

Then, when (S1) holds, we can obtain that |det(B1(x))| ≥ ε
1

120 , by (A.6) and (A.8),
combining with

det B̃1(x) =
∏

n1,n2∈{i,j,n,m}
n1<n2

(tanπ(x+ n1α̃)− tanπ(x+ n2α̃)) .

As for the subcases (S2) and (S3), there is no doubt that | det(B2(x))|, |det(B3(x))| ≥
ε

1
200 , which can be proved in the same way as above.
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For s ∈ {0, 1, 2, 3}, let

ũ(s)(x) =
(
V (s)(x+ iα̃), V (s)(x+ jα̃), V (s)(x+ nα̃), V (s)(x+mα̃)

)>
∈ R4,

where V (x) := tanπx, V (s) is its sth−order derivative and V (0) means the function V
itself in particular. We can calculate that

V (1)(x) = π + π tan2 πx,

V (2)(x) = 2π2 tanπx+ 2π2 tan3 πx,

V (3)(x) = 2π3 + 8π3 tan2 πx+ 6π3 tan4 πx.

Moreover, if ε is sufficiently small, then for x ∈ X0, we have that

|V (0)(x)| ≤ cε−
1

1200 ,
∣∣∣V (1)(x)

∣∣∣ ≤ cε− 1
600 ,

∣∣∣V (2)(x)
∣∣∣ ≤ cε− 1

400 ,
∣∣∣V (3)(x)

∣∣∣ ≤ cε− 1
300 .

Indeed, it can be checked that for s = 0, 1, 2, · · ·,∣∣∣V (s)(x)
∣∣∣ ≤ cε− s+1

1200 , (A.9)

where c = c(s) grows exponentially in s. Let

u(0)(x) = ũ(0)(x), u(1)(x) = ũ(1)(x)− π(1, 1, 1, 1)>,

u(2)(x) = ũ(2)(x), u(3)(x) = ũ(3)(x)− 2π3(1, 1, 1, 1)>.

Thus the determinant of the 4 × 4 matrix (u(0)(x), u(1)(x), u(2)(x), u(3)(x)) equals to
c · det(B1(x)), where B1(x) is defined as in Lemma A.1.

We need to arrive at some transversality conditions, which are elaborated in Corollary
2, by virtue of the following lemma .

Lemma A.2 (Proposition of appendix B in [3]) Let u(0),· · ·,u(L−1) be L independent
vectors in RL with ‖u(s)‖`1 ≤ 1. Let v ∈ RL be an arbitrary vector, then there exists
s ∈ {0, · · · , L− 1}, such that

|〈v, u(s)〉| ≥ L−
3
2 ‖v‖`1 detU,

where detU is the determinant of the matrix formed by the components of the vectors u(s),
and 〈·, ·〉 is the usual scalar product.

For the proof see [3].

Corollary 2 Given |i|, |j|, |n|, |m| ≤ κ| ln ε|, and {i, n} ∩ {j,m} = ∅. If ε is sufficiently
small, then for any x ∈ X0, we have

• when (S1) holds, there exists s ∈ {0, 1, 2, 3} such that∣∣∣V 0(s)
i,j,n,m(x)

∣∣∣ ≥ cε 1
60 ; (A.10)
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• when (S2) or (S3) holds, there exists s ∈ {0, 1, 2} such that∣∣∣V 0(s)
i,j,n,m(x)

∣∣∣ ≥ cε 1
100 . (A.11)

Proof: Consider the vectors

ū(s)(x) =


u(s)(x)

‖u(s)(x)‖`1
, ‖u(s)(x)‖`1 > 1

u(s)(x), ‖u(s)(x)‖`1 ≤ 1
, s = 0, 1, 2, 3.

In view of (A.9),

|det(U(x))| > c

(
3∏
s=0

1

max{‖u(s)(x)‖`1 , 1}

)
| det(B1(x))| > c(ε

1
1200 )10 · ε

1
120 > cε

1
60 ,

for x ∈ X0. Apply Lemma A.2 with v = (1,−1, 1,−1), thus we get that there exists
s ∈ {0, 1, 2, 3} such that∣∣∣V 0(s)

i,j,n,m(x)
∣∣∣ = |〈v, ũ(s)(x)〉| = |〈v, u(s)(x)〉| ≥ |〈v, ū(s)(x)〉| ≥ c · 4−

3
2 ε

1
60 ‖v‖`1 = cε

1
60 .

As for the subcases (S2) and (S3), we can tackle with them similarly, applying Lemma
A.2 with v = (2,−1,−1) and v = (1, 1,−2) respectively, together with the corresponding
conclusion Lemma A.1.

From now on, we set the constant c = 1 in (A.10) and (A.11) for convenience. The
proof of Lemma 3.1 ends with the following lemma.

Lemma A.3 For ε sufficiently small, there is a subset Xε of X0 with

mes(X0 \ Xε) < ε
1
50

such that for any |i|, |j|, |n|, |m| ≤ κ| ln ε| and {i, n} 6= {j,m},

|V 0
i,j,n,m(x)| ≥ 2ε

1
4 , x ∈ Xε. (A.12)

Proof: Fix |i|, |j|, |n|, |m| ≤ κ| ln ε| and {i, n} 6= {j,m}. Let us demonstrate that

mes({x ∈ X0 : |V 0
i,j,n,m(x)| < 2ε

1
4 }) < ε

1
45 .

We only deal with the subcase (S1), with the others done similarly. By Corollary 2, for
each x ∈ X0, we have

max
0≤s≤3

∣∣∣V 0(s)
i,j,n,m(x)

∣∣∣ ≥ ε 1
60 .

Let A := max
0≤s≤4

sup
x∈X0

∣∣∣V 0(s)
i,j,n,m(x)

∣∣∣. In view of (A.9), A ≤ cε−
1

240 .

We first consider the function V 0
i,j,n,m on (a, b), one of the connected components of

X0. Partition (a, b) in about 2ε−
1
24 many intervals of length no more than 1

2ε
1
24 . Choose

one of such intervals, say I. Then either |V 0
i,j,n,m(x)| ≥ 2ε

1
4 for all x ∈ I, so we are done

with the interval I, or there is some x0 ∈ I such that |V 0
i,j,n,m(x0)| < 2ε

1
4 . In this case, for
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some 1 ≤ s ≤ 3,
∣∣∣V 0(s)
i,j,n,m(x0)

∣∣∣ ≥ ε 1
60 by Corollary 2. Let us say s = 3, which is considered

as the most complex case, so
∣∣∣V 0(3)
i,j,n,m(x0)

∣∣∣ ≥ ε 1
60 . Since for x ∈ I,∣∣∣V 0(3)

i,j,n,m(x)− V 0(3)
i,j,n,m(x0)

∣∣∣ ≤ sup
y∈I

∣∣∣V 0(4)
i,j,n,m(y)

∣∣∣ · |x− x0| ≤ A|I| <
1

2
ε

1
60 ,

we obtain that
∣∣∣V 0(3)
i,j,n,m(x)

∣∣∣ ≥ 1

2
ε

1
60 .

Now we analyze V
0(2)
i,j,n,m on I. If there is some x1 ∈ I such that

∣∣∣V 0(2)
i,j,n,m(x1)

∣∣∣ < ε
1
12 ,

then for every x ∈ I with |x− x1| > 4ε
1
15 , there is some y ∈ I such that∣∣∣V 0(2)

i,j,n,m(x)− V 0(2)
i,j,n,m(x1)

∣∣∣ =
∣∣∣V 0(3)
i,j,n,m(y)

∣∣∣ · |x− x1| ≥
1

2
ε

1
60 · 4ε

1
15 = 2ε

1
12 .

Hence there exists an interval I1 ⊂ I, which contains x1, with |I1| ≤ 4ε
1
15 , so that if

x ∈ I \ I1, then
∣∣∣V 0(2)
i,j,n,m(x)

∣∣∣ ≥ ε 1
12 .

We then consider V
0(1)
i,j,n,m on I \ I1, which has at most two connected components,

denoted by J1 and J2. If there is some x2 ∈ J1 such that
∣∣∣V 0(1)
i,j,n,m(x2)

∣∣∣ < ε
1
6 , then for each

x ∈ J1 with |x− x2| > 2ε
1
12 , there is some y ∈ J1 such that∣∣∣V 0(1)

i,j,n,m(x)− V 0(1)
i,j,n,m(x2)

∣∣∣ =
∣∣∣V 0(2)
i,j,n,m(y)

∣∣∣ · |x− x2| ≥ ε
1
12 · 2ε

1
12 = 2ε

1
6 .

Therefore, we obtain an interval I2 ⊂ J1 ⊂ I \ I1 with |I2| ≤ 2ε
1
12 , so that if x ∈ J1 \ I2,

then
∣∣∣V 0(1)
i,j,n,m(x)

∣∣∣ ≥ ε
1
6 . Doing the same for J2, we get an interval I3 ⊂ J2 ⊂ I \ I1, with

|I3| ≤ 2ε
1
12 , such that if x ∈ I \ (I1 ∪ I2 ∪ I3), then

∣∣∣V 0(1)
i,j,n,m(x)

∣∣∣ ≥ ε 1
6 .

It is clear that there is at most four connected components contained in I \(I1∪I2∪I3),

say J ′1, J ′2, J ′3 and J ′4. If there is some x′1 ∈ J ′1 such that
∣∣∣V 0
i,j,n,m(x′1)

∣∣∣ < 2ε
1
4 , then for each

x ∈ J ′1 with |x− x′1| > 4ε
1
12 , there is some y ∈ J ′1 such that

|V 0
i,j,n,m(x)− V 0

i,j,n,m(x′1)| =
∣∣∣V 0(1)
i,j,n,m(y)

∣∣∣ · |x− x′1| ≥ ε 1
6 · 4ε

1
12 = 4ε

1
4 .

Therefore, we obtain an interval I ′1 ⊂ J ′1 ⊂ I \ (I1 ∪ I2 ∪ I3), which contains x′1, with

|I ′1| ≤ 4ε
1
12 , so that if x ∈ J ′1 \ I ′1, then |V 0

i,j,n,m(x)| ≥ 2ε
1
4 . Doing the same for J ′2, J ′3

and J ′4, we get intervals I ′2, I ′3 and I ′4, with I ′k ⊂ J ′k ⊂ I \ (I1 ∪ I2 ∪ I3) and |I ′k| ≤ 4ε
1
12 ,

k = 2, 3, 4, such that if x ∈
⋃4
k=1 (J ′k \ I ′k), then

|V 0
i,j,n,m(x)| ≥ 2ε

1
4 .

Hence, (A.12) holds on I after excluding a subset with measure less than 5ε
1
15 since ε is

sufficiently small. On the whole set X0, which is a finite union of no more than cκ| ln ε|·ε−
1
24

many intervals such as I, we need to exclude a subset with measure less than

cκ| ln ε| · ε−
1
24 · ε

1
15 < ε

1
45 .

Since the subscripts satisfy that |i|, |j|, |n|, |m| ≤ κ| ln ε|, the measure of the subset of

parameters we exclude is less than cκ4| ln ε|4 · ε
1
45 < ε

1
50 .
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