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Abstract

In this paper, we construct linearly stable quasi-periodic breathers for the Hamil-
tonian systems in the form

iq̇n + vnqn + δ|qn|2qn + εn(qn+1 + qn−1) = 0, n ∈ Z

where {vn}n∈Z is a family of time independent independent identically distributed
(i.i.d) random variables with common distribution g = dvn, vn ∈ [0, 1] and |εn| ≤
εe−%|n| with ε, % > 0. We prove that for ε, δ sufficiently small, the equation admits a
family of small-amplitude and linear stable, time quasi-periodic solutions for most of
the parameters {vn}n∈Z.

1 Introduction and main result

During the past two decades or so, there have been many remarkable results in KAM
(Kolmogorov–Arnold–Moser) theory of Hamiltonian partial differential equations achieved
either by methods from the finite dimensional KAM theory[4, 13, 16, 17, 23, 24, 25, 26, 27,
28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 39, 40, 41, 42, 43], or by a Newtonian scheme developed
by Craig,Wayne and Bourgain [5, 6, 7, 8, 9, 10, 14], motivated by the construction of quasi-
periodic breathers(solutions that are quasi-periodic in time and exponentially localized in
space) in infinite dimensional Hamiltonian systems.

In this paper, we seek time quasi-periodic solutions to the non-linear random lattice
equation

iq̇n + vnqn + δ|qn|2qn + εn(qn+1 + qn−1) = 0 (1.1)

on Z× [0,∞), where |εn| ≤ εe−%|n| with ε, % > 0, ε, δ are sufficiently small, and {vn}n∈Z is
a family of time independent independent identically distributed (i.i.d) random variables
with common distribution g(vn) = dvn, vn ∈ [0, 1]. The probability space is taken to be
[0, 1]Z with measure ∏

n∈Z
g(vn) =

∏
n∈Z

dvn, vn ∈ [0, 1]. (1.2)
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in University.
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V = {vn}n∈Z serves as parameters for the nonlinear equation (1.1).
In view of the previous papers, there are many results related to infinite dimensional

Hamiltonian systems. The linear random Schrödinger equation

i
∂

∂t
q = (ε∆ + V )q =: Hq (1.3)

on Zd × [0,∞) has been studied for several decades, where ∆ is the discrete Laplacian:

∆ij =

{
1, |i− j|`1 = 1,
0, otherwise,

and V = {vj}j∈Zd , the potential, is a family of time independent i.i.d. bounded random
variables. It is well known from the works in [2, 3, 15, 18, 19, 20, 21, 22] etc. that (1.3)
has Anderson Localization(A.L.) after the physicist P.Anderson [1], i.e. if q(0) ∈ `2(Zd),
for any κ > 0, one can find R such that

‖q(t)‖`2({Z\[−R,R]}d) < κ, ∀t. (1.4)

Since the potential is time independent: V (j, t) = V (j), properties of time evolution can
be deduced from the spectral properties of H. Let σ(H) be the spectrum of H, which is
defined in (1.1), then

σ(H) = [−2εd, 2εd] + supp g, a.s.

(the probability can be defined in (1.2) or in more general forms see [12, 38]). If 0 <
ε� 1 then almost surely the spectrum of H is (dense) pure point, σ(H) = σpp(H), with
exponentially localized eigenfunctions φj , j ∈ Zd. Given q(0) ∈ `2(Zd), we decompose q(0)
as q(0) =

∑
j∈Zd ajφj . So

q(t) =
∑
j∈Zd

ajφje
−iλjt,

where λj are the eigenvalues for the eigenfunctions φj . Thus q(t) is almost-periodic in
time and satisfies the upper bound in (1.4).

Craig and Wayne [14] retrieved the origination of the KAM method - Newtonian it-
eration method together with the Lyapunov-Schmidt decomposition which involves the
Green’s function analysis and the control of the inverse of infinite matrices with smal-
l eigenvalues. They succeeded in constructing periodic solutions of the one-dimensional
semi-linear wave equations with periodic boundary conditions. Bourgain [5, 6, 7, 8, 9]
further developed the Craig–Wayne’s method and proved the existence of quasi-periodic
solutions for Hamiltonian partial differential equations in higher dimensional spaces with
Dirichlet boundary conditions or periodic boundary conditions. In a similar way, Bour-
gain and Wang [10] constructed time quasi-periodic solutions to the nonlinear random
Schrödinger equation

i
∂

∂t
q = (ε∆ + V )q + δ|q|2pq (p > 0)

on Zd× [0,+∞), which is considered as a perturbation of (1.3), with ε, δ sufficiently small.
We point out that the Craig-Wayne-Bourgain’s method allows one to avoid explicitly using
the Hamiltonian structure of the systems. We will not introduce their approaches in detail.
The reader is referred to Craig–Wayne [14], Bourgain [5, 6, 7, 8, 9], and Bourgain-Wang[10].
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Comparing with Craig-Wayne-Bourgain’s approach, the KAM approach has its own
advantages. Besides obtaining the existent results it allows one to construct a local normal
form in a neighborhood of the obtained solutions, and this is useful for better understand-
ing of the dynamics. For example, one can obtain the linear stability and zero Lyapunov
exponents. The KAM method was successfully applied by Kuksin[31] and Wayne[39] (see
also [32, 34, 36, 37]) to, as typical examples, one-dimensional semi-linear Schrödinger
equations

iut − uxx +mu = f(u),

and wave equations
utt − uxx +mu = f(u),

with Dirichlet boundary conditions. Geng–You [25, 26] proved that the higher dimension-
al nonlinear beam equations and nonlocal Schrödinger equations admit small–amplitude
linearly–stable quasi–periodic solutions. The breakthrough of constructing quasi-periodic
solutions for more interesting higher dimensional Schrödinger equation by modified KAM
method was made recently by Eliasson–Kuksin [17]. They proved that the higher di-
mensional nonlinear Schrödinger equations admit small–amplitude linearly–stable quasi–
periodic solutions. Very recently, quasi–periodic solutions of two dimensional cubic Schrö–
dinger equation

iut −4u+ |u|2u = 0, x ∈ T2, t ∈ R,

with periodic boundary conditions are obtained by Geng–Xu–You [23]. By carefully
choosing tangential sites {i1, · · · , ib} ∈ Z2, the authors proved that the above nonlinear
Schrödinger equation admits a family of small-amplitude quasi-periodic solutions.

However, all the above mentioned KAM results fail in dealing with the cases of random
Hamiltonian systems as Craig-Wayne-Bourgain’s method. In this paper, we try to attack
the case of random lattice Hamiltonian PDEs. Concretely, we consider the equation (1.1)
as a model, note that {vn}n∈Z is dense on the interval [0, 1], thus all the above mentioned
KAM results fail for this case. In this paper we give an abstract KAM theorem which
can be applied to (1.1). We use the theorem to construct the quasi-periodic solutions
and, different from the Craig-Wayne-Bourgain’s method, prove their linear stability for
the equation (1.1). To establish the KAM theorem, we have to impose further restric-
tions both on the unperturbed part and on the perturbation besides smallness. In the
existent infinite dimensional KAM theorems, e.g., Kuksin [31], Pöschel [37], Wayne [39],
Eliasson–Kuksin [17], Geng–Viveros–Yi [29], Geng–Xu–You [23], some assumptions on the
regularity of the frequencies and the perturbation are required (See (A1)− (A5) in Sec-
tion 2). In addition, we also assume that the perturbation has a special form defined in
(A6) in Section(2), which is called gauge invariance. Our proof benefits a lot from such
speciality of the perturbation. With the speciality of the form of the perturbation, we can
prove that the normal form part of the Hamiltonian remains simple during the iteration.
Compared with the proof of the previous KAM theorems, an additional job done in this pa-
per is to prove that the perturbation always has the special form along the KAM iteration.

Now we are going to state our main result.
Let b > 1 be an integer and J = {n1, · · · , nb} ⊂ Z, Z1 = Z \ J . We consider the case

with frequencies ω̃ = (ω̃1, · · · , ω̃b) parametrized by ω = (ω1, · · · , ωb), which is treated as
parameters in a closed region O in Rb+ satisfying |O| > 0. (Hereafter, for simplicity, we
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use the symbol | · | to denote the Lebesgue measure of a subset of Rb). Given ρ > 0, let
`1ρ(Z) to be the Banach space of summable complex valued sequences q = {qn}n∈Z, with
the norm

‖q‖ρ =
∑
n∈Z
|qn|e|n|ρ <∞.

Our main result can be stated as follows.

Theorem 1 Consider the lattice equations

iq̇n + vnqn + δ|qn|2qn + εn(qn+1 + qn−1) = 0, n ∈ Z

where {vn}n∈Z is a family of i.i.d. random variables with common distribution g satisfying
(1.2), and and |εn| ≤ εe−%|n| with ε, % > 0. Let b, ω̃, O, J and Z1 be defined as above.
There exists a sufficiently small positive number ε̃0 such that the following holds for 0 <
ε, δ < ε̃0.

There exists Xε,δ ⊂ [0, 1]Z1 with

prob(Xε,δ) > e−ε
σ

for some 0 < σ < 1 such that if we fix {vn}n∈Z1 ∈ Xε,δ, there exists a family of Cantor
sets Oε,δ ⊂ O for 0 < ε, |δ| � 1 with |O \ Oε,δ| → 0 as ε, δ → 0 and C1

W (i.e., C1

in the sense of Whitney) maps ωε,δ : Oε,δ → Rb+, such that for every ω ∈ Oε,δ, the
Hamiltonian associated with ω admits a small amplitude, linearly stable, quasi-periodic
solution q(t) = {qn(t)} of b-frequency ωε,δ = ωε,δ(ω) that is slightly deformed from ω.
Moreover, for each t, q(t) = {qn(t)} ∈ `1ρ(Z) for some ρ > 0.

The rest of this paper is organized as follows. In Section 2, we define the weighted
norms, the decay property and gauge invariance, and present the abstract KAM theorem,
which can be applied to the equation (1.1). In Section 3, we give the details for one step
of the KAM iteration. The proof of the theorem is completed in Section 4 and 5 by an
iteration lemma, giving a convergence result, and finally conducting the measure estimates
of the remaining parameters. Some technical lemmas are proved in Section 6, which is
regarded as an appendix of this paper.

2 An abstract KAM theorem

2.1 Function space norms

We start with some necessary notations. Fix b > 1 an integer. For given b vectors
in Z, say n1, · · · , nb, we denote Z1 = Z \ {n1, · · · , nb}. Let q = (· · · , qn, · · ·)n∈Z1 , and its
complex conjugate q̄ = (· · · , q̄n, · · ·)n∈Z1 , with the norm

‖q‖ρ =
∑
n∈Z1

|qn|e|n|ρ <∞.

Given real numbers r, s > 0, we let Dρ(r, s) be the complex b-dimensional neighborhood
of Tb × {0} × {0} in Tb × Rb × `1ρ(Z1), i.e.,

Dρ(r, s) = {(θ, I, q) : |Imθ| = |Im(θ1, · · · , θb)| < r, |I| < s2, ‖q‖ρ < s},
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where | · | is the sup-norm of complex vectors.
Let F (θ, I, q, q̄) be a real analytic function on Dρ(r, s) which depends C1

W -smoothly
on a parameter ω ∈ O. In the rest of the paper, all dependencies on ω are assumed of
class C1

W , thus all derivatives with respective to the parameter ω ∈ O will be interpreted
in this sense. We expand F into the Taylor-Fourier series with respect to θ, I, q, q̄:

F (θ, I, q, q̄) =
∑
α,β

Fαβq
αq̄β, (2.1)

where, for multi-indices α := (· · · , αn, · · ·), β := (· · · , βn, · · ·), αn, βn ∈ N with finitely
many non-vanishing components,

Fαβ =
∑

k∈Zb,l∈Nb
Fklαβ(ω)I lei〈k,θ〉.

The norm of the function F on Dρ(r, s)×O is given by

‖F‖Dρ(r,s),O := sup
‖q‖ρ<s

∑
α,β

‖Fαβ‖ |qα||q̄β|, (2.2)

where |qα| =
∏
αn 6=0 |qn|αn , |q̄β| =

∏
βn 6=0 |q̄n|βn , and

‖Fαβ‖ :=
∑
k,l

|Fklαβ|Os2|l|e|k|r, |Fklαβ|O := sup
ω∈O

(
|Fklαβ|+

∣∣∣∣∂Fklαβ∂ω

∣∣∣∣) .
In the case of a vector-valued function G : Dρ(r, s)×O → Cn (with n <∞), we define its
norm as

‖G‖Dρ(r,s),O :=
n∑
i=1

‖Gi‖Dρ(r,s),O.

For the Hamiltonian vector field

XF = (FI ,−Fθ, (−iFqn)n∈Z1 , (iFq̄n)n∈Z1)

associated with a function F on Dρ(r, s)×O, we define its norm by

‖XF ‖Dρ(r,s),O := ‖∂IF‖Dρ(r,s),O +
1

s2
‖∂θF‖Dρ(r,s),O

+
1

s
(
∑
n∈Z1

‖∂qnF‖Dρ(r,s),Oe
|n|ρ +

∑
n∈Z1

‖∂q̄nF‖Dρ(r,s),Oe
|n|ρ).

All vector fields are going to be estimated in this kind of norm as well, which will imply
the exponential decay of the vector field components in the index n ∈ Z. Sometimes, for
the sake of notational simplification, we shall not write the subscript Dρ(r, s) or O if it is
obvious enough.

In what follows in the formulations and proofs of various assertions we shall encounter
absolute constants as well as ones depending on the function F , the dimension b, and
so on. All such constants will be denoted by c, c1 ,c2, · · ·, and sometimes even different
constants will be denoted by the same symbol.
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Let F,G be two real analytic functions on Dρ(r, s) which depend C1
W -smoothly on a

parameter ξ ∈ O, and let {·, ·} denote the Poisson bracket of smooth functions, i.e.,

{F,G} =

〈
∂F

∂I
,
∂G

∂θ

〉
−
〈
∂F

∂θ
,
∂G

∂I

〉
+ i

∑
n∈Z1

(
∂F

∂qn

∂G

∂q̄n
− ∂F

∂q̄n

∂G

∂qn

)
,

which is perhaps the most important quantity to be estimated in this norm defined for the
vector fields, as it is significant to Hamiltonian mechanics. Some basic estimates about
the vector field and the Poisson bracket are given in the appendix.

2.2 Decay property and gauge invariance

As before, we consider the real analytic function F , given in terms of their Fourier–
Taylor series expansion. We decompose F into F̆ , F́ and F̀ , where F́ + F̀ is the projection
onto the components which are independent of the tangential variables (I, θ):

F́ =
∑

|α|+|β|≤2

F́αβq
αq̄β, F́αβ = F00αβ(ω) (|α|+ |β| ≤ 2),

F̀ =
∑

|α|+|β|≥3

F̀αβq
αq̄β, F̀αβ = F00αβ(ω) (|α|+ |β| ≥ 3).

Then F̆ is the result of the complementary projection, i.e.

F̆ =
∑
α,β

F̆αβq
αq̄β, F̆αβ =

∑
(k,l) 6=0

Fklαβ(ω)I lei〈k,θ〉.

For each multi–index (α, β) = (· · · , αn, βn, · · ·), n ∈ Z1, define the quantities

n+ := n+(α, β) = max{n ∈ Z1 : (αn, βn) 6= 0},
n− := n−(α, β) = min{n ∈ Z1 : (αn, βn) 6= 0},
n∗ := n∗(α, β) = max{|n+|, |n−|},

and
supp(α, β) = {n ∈ Z1 : (αn, βn) 6= 0}

Remark. The above notations are closely related to the notations of support and diameter
for the monomials in [11]. The decay properties of functions on phase space in terms of
the index n is important to this study. We distinguish the decay behaviors of functions
F̀αβ which are independent of the tangent variable (I, θ) with |α| + |β| ≥ 3, F́αβ with

|α|+ |β| ≤ 2 and F̆αβ which do depend on (I, θ).

Definition 2.1 A real analytic function

F = F (θ, I, q, q̄) =
∑
α,β

Fαβq
αq̄β

on Dρ(r, s) is said to satisfy the decay property if

‖F̆αβ‖ ≤ ce−%n
∗
, |α|+ |β| ≥ 1,

‖F́αβ‖ ≤ ce−%n
∗
, 1 ≤ |α|+ |β| ≤ 2,

‖F̀αβ‖ ≤ ce−%(n+−n−), |α|+ |β| ≥ 3

with some c, % > 0.
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It is important that this decay property can be preserved by the procedure of making
KAM iterations. It allow us to consider a finite dimensional small divisor problems at
each iteration step. This property is not preserved by products or sums of coefficients,
but it is preserved by the Poisson bracket.

Lemma 2.1 Consider two real analytic functions defined on Dρ(r, s)

G(θ, I, q, q̄) =
∑
α̂,β̂

Ğα̂β̂q
α̂q̄β̂ +

∑
|α̂|+|β̂|≤2

Ǵα̂β̂q
α̂q̄β̂ +

∑
|α̂|+|β̂|≥3

G̀α̂β̂q
α̂q̄β̂,

F (θ, I, q, q̄) =
∑
α̃,β̃

ñ∗≤M

F̆α̃β̃q
α̃q̄β̃ +

∑
|α̃|+|β̃|≤2
ñ∗≤M

F́α̃β̃q
α̃q̄β̃,

with

‖Ğα̂β̂‖ ≤ cGe
−%n̂∗ , |α̂|+ |β̂| ≥ 1,

‖Ǵα̂β̂‖ ≤ cGe
−%n̂∗ , 1 ≤ |α̂|+ |β̂| ≤ 2,

‖G̀α̂β̂‖ ≤ cGe
−%(n̂+−n̂−), |α̂|+ |β̂| ≥ 3,

‖F̆α̃β̃‖ ≤ cF e
−%ñ∗ , |α̃|+ |β̃| ≥ 1,

‖F́α̃β̃‖ ≤ cF e
−%ñ∗ , 1 ≤ |α̃|+ |β̃| ≤ 2,

for some positive cG, cF and %, where

n̂+ = n̂+(α̂, β̂) = max{n : (α̂n, β̂n) 6= 0},
n̂− = n̂−(α̂, β̂) = min{n : (α̂n, β̂n) 6= 0},
n̂∗ = n̂∗(α̂, β̂) = max{|n̂+|, |n̂−|},
ñ+ = ñ+(α̃, β̃) = max{n : (α̃n, β̃n) 6= 0},
ñ− = ñ−(α̃, β̃) = min{n : (α̃n, β̃n) 6= 0},
ñ∗ = ñ∗(α̃, β̃) = max{|ñ+|, |ñ−|},

then on Dρ(r − σ, s2),

K = {G,F} =
∑
α,β

Kαβq
αq̄β

satisfies
‖Kαβ‖ ≤ cKe−%n

∗
, |α|+ |β| ≥ 1,

for some positive cK , where

n∗ = n∗(α, β) = max{|n+|, |n−|},

and
n+ = n+(α, β) = max{n : (αn, βn) 6= 0},

n− = n−(α, β) = min{n : (αn, βn) 6= 0}.
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Proof: A straightforward calculation yields that

{G,F}

=
∑

α̂,β̂,α̃,β̃
ñ∗≤M

〈
∂Ğα1β̂

∂I
,
∂F̆α̃β̃
∂θ

〉
qα̂+α̃q̄β̂+β̃ (2.3)

−
∑

α̂,β̂,α̃,β̃
ñ∗≤M

〈
∂Ğα̂β̂
∂θ

,
∂F̆α̃β̃
∂I

〉
qα̂+α̃q̄β̂+β̃ (2.4)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̃

α̃,β̃

Ğα̂β̂F̆α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.5)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ğα̂β̂F́α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.6)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F̆α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.7)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F́α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.8)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F̆α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.9)

+ i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F́α̃β̃q
α̂−en q̄β̂qα̃q̄β̃−en (2.10)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̃

α̃,β̃

Ğα̂β̂F̆α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.11)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ğα̂β̂F́α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.12)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F̆α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.13)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F́α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.14)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F̆α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.15)

− i
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F́α̃β̃q
α̂q̄β̂−enqα̃−en q̄β̃ (2.16)

where en is the multi-index whose nth component is 1 and other components are all 0. In
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(2.3), (2.4), n∗ = max{n̂∗, ñ∗}, then according to Lemma 6.2, on Dρ(r − σ, s2), we have∥∥∥∥∥∥
〈
∂Ğα̂β̂
∂I

,
∂F̆α̃β̃
∂θ

〉∥∥∥∥∥∥ ≤ 4cGcFM

σs2
e−%n

∗
,

∥∥∥∥∥∥
〈
∂Ğα̂β̂
∂θ

,
∂F̆α̃β̃
∂I

〉∥∥∥∥∥∥ ≤ 4cGcFM

σs2
e−%n

∗
;

in (2.5), (2.6), (2.7), (2.8), (2.11), (2.12), (2.13), (2.14), n∗ = max{n̂∗, ñ∗}, then n̂∗+ ñ∗ ≥
n∗, hence

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ğα̂β̂F̆α̃β̃‖ ≤ cGcFMe−%n
∗
,

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ğα̂β̂F́α̃β̃‖ ≤ cGcFMe−%n
∗
,

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F̆α̃β̃‖ ≤ cGcFMe−%n
∗
,

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

Ǵα̂β̂F́α̃β̃‖ ≤ cGcFMe−%n
∗
;

in (2.9), (2.10), (2.15), (2.16), n∗ = max{n̂∗, ñ∗}, note n̂− ≤ ñ+, and ñ− ≤ n̂+, then
n̂+ − n̂− + ñ∗ ≥ n∗, hence

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F̆α̃β̃‖ ≤ cGcFMe−%n
∗
,

‖
∑
ñ∗≤M

ñ−≤n≤ñ+

∑
α̂,β̂

α̃,β̃

G̀α̂β̂F́α̃β̃‖ ≤ cGcFMe−%n
∗
.

Thus Lemma 2.1 is shown to hold.

During the KAM steps, we often apply the following formula

G ◦Ψ1
F = G+ {G,F}+

1

2!
{{G,F}, F}+ · · ·+ 1

n!
{· · · {G,F} · · · , F︸ ︷︷ ︸

n

}+ · · · .

Note that n∗ ≤ 1
2(n+ − n−), then we have

Corollary 1 If G and F satisfy the assumption of Lemma 2.1, then on Dρ(r − σ, s2),

G̃ := G ◦Ψ1
F satisfies that

‖ ˘̃Gα̂β̂‖ ≤ cG̃e
−%n∗ , |α|+ |β| ≥ 1,

‖ ´̃Gα̂β̂‖ ≤ cG̃e
−%n∗ , 1 ≤ |α|+ |β| ≤ 2,

‖ `̃Gα̂β̂‖ ≤ cG̃e
− %

2
(n+−n−), |α|+ |β| ≥ 3,

9



for some positive cG̃, where

n+ = max{n : (αn, βn) 6= 0},
n− = min{n : (αn, βn) 6= 0},
n∗ = max{|n+|, |n−|}.

Besides the decay property, the gauge invariance, which concerns the relation between
k, α, β appearing in the Taylor-Fourier series, can be kept during the KAM iteration. The
precise definition of the gauge invariance is given below.

Let |α| :=
∑
n αn for any multi-index α = (· · · , αn, · · ·)n∈Z1 , αn ∈ N, with finitely many

non-vanishing components.

Definition 2.2 The function F (θ, I, q, q̄) is called to have gauge invariance, if

Fklαβ(ξ) = 0, when k1 + k2 + · · ·+ kb + |α| − |β| 6= 0.

Let A denote the collection of the functions which has gauge invariance.

Lemma 2.2 If G(θ, I, q, q̄), F (θ, I, q, q̄) ∈ A, then K(θ, I, q, q̄) = {G,F} ∈ A.

Proof: Let
G =

∑
k,α,β

Gkαβ(I)ei〈k,θ〉qαq̄β,

F =
∑
k̃,α̃,β̃

Fk̃α̃β̃(I)ei〈k̃,θ〉qα̃q̄β̃,

where the summations are taken over

{(k, α, β) :
b∑

j=1

kj + |α| − |β| = 0}, (2.17)

and

{(k̃, α̃, β̃) :
b∑

j=1

k̃j + |α̃| − |β̃| = 0} (2.18)

respectively. Since

{G,F} = i
∑
A1

∑
A2

〈∂Gkαβ(I)

∂I
, k̃〉Fk̃α̃β̃(I)ei〈k,θ〉qαq̄βei〈k̃,θ〉qα̃q̄β̃

− i
∑
A1

∑
A2

〈k,
∂Fk̃α̃β̃(I)

∂I
〉Gkαβ(I)ei〈k,θ〉qαq̄βei〈k̃,θ〉qα̃q̄β̃

+ i
∑
m∈Z1

∑
A3

Gkαβ(I)Fk̃α̃β̃(I)ei〈k,θ〉ei〈k̃,θ〉qα−em q̄βqα̃q̄β̃−em

− i
∑
m∈Z1

∑
A4

Gkαβ(I)Fk̃α̃β̃(I)ei〈k,θ〉ei〈k̃,θ〉qαq̄β−emqα̃−em q̄β̃

=
∑
A5

K(k+k̃)(α+α̃)(β+β̃)(I)ei〈k+k̃,θ〉qα+α̃q̄β+β̃

+
∑
A6

K(k+k̃)(α+α̃−em)(β+β̃−em)(I)ei〈k+k̃,θ〉qα+α̃−em q̄β+β̃−em ,

10



where em denotes the vector with the mth component being 1 and the other components
being zero; A1 denotes

b∑
j=1

kj + |α| − |β| = 0;

A2 denotes
b∑

j=1

k̃j + |α̃| − |β̃| = 0;

A3 denotes
b∑

j=1

kj + |α− em| − |β| = −1,

and
b∑

j=1

k̃j + |α̃| − |β̃ − em| = 1;

A4 denotes
b∑

j=1

kj + |α| − |β − em| = 1,

and
b∑

j=1

k̃j + |α̃− em| − |β̃| = −1;

A5 denotes
b∑

j=1

(kj + k̃j) + |α+ α̃| − |β + β̃| = 0;

A6 denotes
b∑

j=1

(kj + k̃j) + |α+ α̃− em| − |β + β̃ − em| = 0.

Thus Lemma 2.2 is obtained.

We also have

Corollary 2 If G(θ, I, q, q̄), F (θ, I, q, q̄) ∈ A, then G ◦Ψ1
F ∈ A.

2.3 Statement of the abstract KAM theorem

The starting point will be a family of integrable Hamiltonians of the form

N = e+ 〈ω, I〉+
∑
n∈Z1

Ωnqnq̄n, (2.19)

where ω ∈ O is a parameter, {Ωn}n∈Z1 ∈ RZ1 is a family of i.i.d. bounded random variables
with common distribution g(Ωn) = dΩn equipped with the product measure∏

n∈Z1

g(Ωn) =
∏
n∈Z1

dΩn,

11



and independent of ω. The phase space is endowed with the symplectic structure dI ∧
dθ + i

∑
n∈Z1

dqn ∧ dq̄n.

For each ω ∈ O, the Hamiltonian equations of motion for N , i.e.,

dθ

dt
= ω,

dI

dt
= 0,

dqn
dt

= −iΩnqn,
dq̄n
dt

= iΩnq̄n, n ∈ Z1, (2.20)

admit special solutions (θ, 0, 0, 0)→ (θ+ωt, 0, 0, 0) that corresponds to an invariant torus
in the phase space.

Consider the new perturbed Hamiltonian

H = N + P = e+ 〈ω, I〉+
∑
n∈Z1

Ωnqnq̄n + P (θ, I, q, q̄;ω). (2.21)

Our goal is to prove that, for most of {Ωn}n∈Z1 ∈ RZ1(in product measure sense), the
Hamiltonians H = N + P still admit invariant tori for most of the parameter ω ∈ O (in
Lebesgue measure sense), provided that ‖XP ‖Dρ(r,s),O is sufficiently small.

To this end, we need to impose some conditions on {Ωn}n∈Z1 and the perturbation P .

(A1) Regularity of normal frequencies: For each n ∈ Z1, Ωn is independent of the param-
eter ω.

(A2) Gap condition of normal frequencies: There exist γ > 0, τ > b such that for
n,m ∈ Z1, n 6= m, and 0 ≤ |m|, |n| ≤ K0 ∼ ln 1

γ ,

|Ωm − Ωn| ≥
γ

|n−m|τ
. (2.22)

Remark. We shall use X0 to denote the subset of RZ1 such that if {Ωn}n∈Z1 ∈ X0 then
(A2) holds.

(A3) Melnikov’s nondegeneracy: There exist γ > 0, τ > b such that for any k 6= 0, and
0 ≤ |m|, |n| ≤ K0,

|〈k, ω〉| ≥ γ

|k|τ
, (2.23)

|〈k, ω〉+ Ωn| ≥
γ

|k|τ
, (2.24)

|〈k, ω〉+ Ωn + Ωm| ≥
γ

|k|τ
, (2.25)

|〈k, ω〉+ Ωm − Ωn| ≥
γ

|k|τ
. (2.26)

(A4) Regularity of the perturbation: The perturbation P is real analytic in I, θ, q, q̄
and Whitney smoothly parametrized by ω ∈ O; in addition ‖XP ‖Dρ(r,s),O < ε0 for some
sufficiently small ε0.

12



(A5)Decay property of the perturbation: If we write that P = P̆ + Ṕ + P̀ , where

P̆ = P̆ (θ, I, q, q̄;ω) =
∑
α,β

P̆αβq
αq̄β =

∑
(k,l)6=0
α,β

Pklαβq
αq̄βei〈k,θ〉I l, (2.27)

Ṕ = Ṕ (q, q̄;ω) =
∑

|α|+|β|≤2

Ṕαβq
αq̄β =

∑
|α|+|β|≤2

P00αβq
αq̄β, (2.28)

P̀ = P̀ (q, q̄;ω) =
∑

|α|+|β|≥3

P̀αβq
αq̄β =

∑
|α|+|β|≥3

P00αβq
αq̄β, (2.29)

then the coefficients satisfy

‖P̆αβ‖ ≤ ce−%n
∗
, |α|+ |β| ≥ 1, (2.30)

‖Ṕαβ‖ ≤ ce−%n
∗
, 1 ≤ |α|+ |β| ≤ 2, (2.31)

‖P̀αβ‖ ≤ ce−%(n+−n−), |α|+ |β| ≥ 3 (2.32)

for some positive constant c and %, where

n+ = n+(α, β) = max{n ∈ Z1 : (αn, βn) 6= 0},
n− = n−(α, β) = min{n ∈ Z1 : (αn, βn) 6= 0},
n∗ = n∗(α, β) = max{|n+|, |n−|}.

(A6) Gauge invariance of the perturbation: We expand the perturbation P into the Taylor-
Fourier series with respect to θ, I, q, q̄:

P =
∑

k∈Zb,l∈Nb
α,β

Pklαβ(ω)I lei〈k,θ〉qαq̄β,

then the coefficients Pklαβ(ω) ≡ 0 if
∑b
j=1 kj + |α| − |β| 6= 0.

Our abstract KAM theorem states as follows.

Theorem 2 Assume that the unperturbed Hamiltonian N in (2.19) satisfies (A1)− (A3),
and P satisfies (A4)− (A6). Let γ > 0 small enough, there is a positive constant ε0 =
ε0(O,K0, γ, r, s) ∼ γ8 and Xε0 ⊂ RZ1 with

prob(Xγ) > e−γ
σ

with some 0 < σ < 1 such that if ‖XP ‖Dρ(r,s),O < ε0 and {Ωn}n∈Z1 ∈ Xγ is fixed, then the
following holds.

There exist a Cantor set Oγ ⊂ O with |O \ Oγ | = O(γ) and maps

Ψ : Tb ×Oγ → Dρ(r, s), ω̃ : Oγ → Rb,

which are real-analytic in θ and C1
W -smooth in ω with ‖Ψ−Ψ0‖D0( r

2
,0),Oγ → 0 and |ω̃(ω)−

ω| → 0 as γ → 0, where Ψ0 is the trivial embedding: Tb × O → Tb × {0, 0}, such that
each ω ∈ Oγ and θ ∈ Tb correspond to a linear stable, b-frequency quasi-periodic solution
Ψ(θ, ω) = (θ + ω̃t, qn(t), q̄n(t)) of equations of motion associated with the Hamiltonian
(2.21).
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2.4 Proof of Theorem 1

In Theorem 1, the Hamiltonian function associated with the lattice equation is

H = Λ +G (2.33)

with
Λ :=

∑
n∈Z

vnqnq̄n,

and

G :=
1

2
δ
∑
n∈Z
|qn|4 +

∑
n∈Z

εnq̄n(qn+1 + qn−1),

where {vn}n∈Z ∈ [0, 1]Z is a family of i.i.d. random variables with common distribution
g satisfying (1.2), and and |εn| ≤ εe−%|n| with ε, % > 0. The symplectic structure is
i
∑
n∈Z dqn ∧ dq̄n.
Moreover, the perturbation G in (2.33) has the following regularity property.

Lemma 2.3 For any fixed 0 < ρ < %, the gradient Gq̄ is real analytic as a map in a
neighborhood of the origin in `1ρ(Z) into `1ρ(Z) with

‖Gq̄‖ρ ≤ cmax{ε, δ}‖q‖ρ.

Proof: Since G = 1
2δ
∑
n∈Z |qn|4 +

∑
n∈Z εnq̄n(qn+1 + qn−1), we have that

‖Gq̄‖ρ =
∑
n∈Z

∣∣∣∣ ∂G∂q̄n
∣∣∣∣ e|n|ρ ≤ δ∑

n∈Z
|q2
nq̄n|e|n|ρ +

∑
n∈Z

εn(|qn+1|+ |qn−1|)e|n|ρ ≤ cmax{ε, δ}‖q‖ρ,

where
δ
∑
n∈Z
|q2
nq̄n|e|n|ρ ≤ cδ‖q‖3ρ,

and ∑
n∈Z

εn(|qn+1|+ |qn−1|)e|n|ρ ≤ cε‖q‖ρ.

Then the regularity of Gq̄ is proved.

Next, fix J = {n1, · · · , nb}, and Z1 = Z \ J . We introduce action-angle variables and
parameters to the Hamiltonian function (2.33). Fix ξ = (ξn1 , · · · , ξnb) with 0 < ξni < ε,
i = 1, · · · , b and (I, θ) = (In1 , · · · , Inb , θn1 , · · · , θnb) be the standard action-angle variables
in the (qn, q̄n)n∈J -space around ξ. Then

qn1 =
√
In1 + ξn1e

iθn1 , · · · , qnb =
√
Inb + ξnbe

iθnb ,

q̄n1 =
√
In1 + ξn1e

−iθn1 , · · · , q̄nb =
√
Inb + ξnbe

−iθnb ,

denote the remaining normal coordinates by (q, q̄), and the Hamiltonian (2.33) becomes

H = e+ 〈ω, I〉+
∑
n∈Z1

Ωn|qn|2 + P (θ, I, q, q̄;ω),
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where

e =
∑
n∈J

(vnξn +
1

2
δξ2
n),

ω = (vn1 + ξn1 , · · · , vnb + ξnb),

Ωn = vn, n ∈ Z1,

P =
1

2
δ
∑
n∈Z1

|qn|4 +
∑
n/∈J
n+1/∈J

εnq̄nqn+1 +
∑
n/∈J
n−1/∈J

εnq̄nqn−1 (2.34)

+
∑
n∈J
n+1/∈J

εn
√
In + ξne

−iθnqn+1 +
∑
n∈J
n−1/∈J

εn
√
In + ξne

−iθnqn−1 (2.35)

+
∑
n/∈J
n+1∈J

εn

√
In+1 + ξn+1e

iθn+1 q̄n +
∑
n/∈J
n−1∈J

εn

√
In−1 + ξn−1e

iθn−1 q̄n (2.36)

+
∑
n∈J
n+1∈J

εn
√
In + ξn

√
In+1 + ξn+1e

−i(θn−θn+1) (2.37)

+
∑
n∈J
n−1∈J

εn
√
In + ξn

√
In−1 + ξn−1e

−i(θn−θn−1) +
1

2
δ
∑
n∈J

I2
n (2.38)

=:
∑
α,β

P̆αβq
αq̄β +

∑
|α|+|β|≤2

Ṕαβq
αq̄β +

∑
|α|+|β|≥3

Ṕαβq
αq̄β.

Now we show that this Hamiltonian satisfies the assumptions (A1)−(A6) of the KAM
theorem.
Verification of (A1): Since {vn}n∈Z is a family of i.i.d. random variables, for each n ∈ Z1,

Ωn = vn is independent of ω = (vn1 + ξn1 , · · · , vnb + ξnb).

Verification of (A2): First, we order the integers such that n ∈ Z1 and |n| ≤ K0 as

j1 < j2 < · · · < jN ,

where N ≤ 2K0 + 1 denotes the number of such integers. Then we choose any value
vj1 ∈ [0, 1] for Ωj1 . With Ωj1 = vj1 fixed, we have that

mes

{
vj2 : |vj2 − Ωj1 | <

γ

|j2 − j1|τ
}
<

2γ

|j2 − j1|τ
.

Excluding the set of such values for vj2 , we can choose any value left for Ωj2 . Now we
proceed inductively. With Ωj1 = vj1 , · · · ,Ωji = vji , 1 < i ≤ N − 1 fixed, we choose
Ωji+1 = vji+1 such that vji+1 does not belong to the set{

vji+1 : |vji+1 − Ωj | <
γ

|ji+1 − j|τ
, j = j1, · · · , ji

}
,

whose measure is less than cγ. Thus (2.22) holds for any n 6= m and |n|, |m| ≤ K0 = c ln 1
γ .

The product measure of the set of remaining values for the variables {vn}|n|≤K0
is not less

than

(1− cγ)cK0 ≥ e−γ
1
2 ,
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if γ is small enough.

Verification of (A3): We check (2.26), which is the most complicated case. For any k 6= 0
and |n|, |m| ≤ K0 fixed, ∣∣∣∣∂(〈k, ω〉+ Ωm − Ωn)

∂ω

∣∣∣∣ ≥ 1

2
|k|

Therefore, by excluding some parameter set with measure O(γ), we have that

|〈k, ω〉+ Ωm − Ωn| ≥
γ

|k|τ
.

We can show that (2.23)–(2.25) hold similarly, so (A3) is verified.

Verification of (A4): By Lemma 2.3, together with Lemma 6.2 and Lemma 6.3, we obtain
that

Lemma 2.4 For any ε > 0 sufficiently small and s ≤ ε, if |I| < s2 and ‖q‖ρ < s, then

‖XP ‖Dρ(r,s),O ≤ ε.

Verification of (A5): We focus on the expression of P . The (I, θ)-dependent terms of P
are (2.35) − (2.38), whose coefficients corresponding to qn, q̄n(or qn+1, q̄n+1, qn−1, q̄n−1)
are not more than cεn ≤ ce−%|n|. This means (2.30) holds. Since

Ṕ =
∑
n/∈J
n+1/∈J

εnq̄nqn+1 +
∑
n/∈J
n−1/∈J

εnq̄nqn−1,

and

P̀ =
1

2
δ
∑
n∈Z1

|qn|4,

(2.31) and (2.32) is obviously verified.

Verification of (A6): It is obvious that the initial perturbation 1
2

∑
n∈Z δ|qn|4+

∑
n∈Z εnq̄n(qn+1+

qn−1) has gauge invariance. After introducing the action-angle variables, any term ei〈k,θ〉

originates from
∏

(αn,βn)6=0
n∈J

qαnn q̄βnn , and we have that

b∑
j=1

kj =
∑
n∈J

αn −
∑
n∈J

βn.

Then
∑b
j=1 kj + |α| − |β| remains zero if its initial value

∑
n∈Z αn−

∑
n∈Z βn is zero. Thus

(A6) is verified.
Thus Theorem 1 can be viewed as a corollary of Theorem 2.
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3 KAM step

In this section we present the KAM iteration scheme applied to (2.33). This is a
succession of infinitely many steps whose purpose is to eliminate lower-order θ-dependent
terms in P . At each KAM step the perturbation is made smaller at the cost of excluding
a small-measure set of parameters. It will be shown that the KAM iterations converge
and that, in the end, the total measure of the set of parameters that has been excluded is
small.

At the νth step of the KAM iteration, we consider a Hamiltonian vector field with

Hν = Nν + Pν

= eν + 〈ω̃ν(ω), I〉+
∑
n∈Z1

Ων
n(ω)qnq̄n + Pν(θ, I, q, q̄;ω),

where Nν is an ”integrable normal form”, Pν ∈ A with decay property is defined in
Dρν (rν , sν)×Oν .

Assume that at the νth step, ν ≥ 1, the frequencies have the following properties. The
tangential frequencies

ω̃ν(ω) = ω + ω̂ν(ω), ω ∈ Oν , (3.1)

where ω̂ν(ω) is a C1
W function of ω with C1

W -norm bounded by ε0. {Ων
n(ω)}n∈Z1 satisfies

Ων
n(ω) =

{
Ω0
n + Ω̂ν

n(ω), |n| ≤ ln 1
εν
,

Ω0
n, |n| > ln 1

εν
.

(3.2)

with {Ω0
n}n∈Z1 ∈ Xν being the initial normal frequencies and Ω̂ν

n(ω)’s are C1
W functions of

ω with C1
W -norm bounded by ε0.

We then construct a map

Φν : Dρν+1(rν+1, sν+1)×Oν+1 → Dρν (rν , sν)×Oν

so that the vector field XHν◦Φν defined on Dρν+1(rν+1, sν+1) satisfies

‖XPν+1‖Dρν+1 (rν+1,sν+1),Oν+1
= ‖XHν◦Φν −XNν+1‖Dρν+1 (rν+1,sν+1),Oν+1

≤ εκν , κ > 1

with some new normal form Nν+1, which has properties similar to that of Nν . Moreover,
the new perturbation Pν+1 still has the gauge invariance and the corresponding decay
property. Here, the quantities rν and ρν satisfies that, 1

2r < ρν ≤ rν+1.

To simplify notations, in what follows, the quantities without subscripts refer to quan-
tities at the νth step, while the quantities with subscripts + denote the corresponding
quantities at the (ν + 1)th step. We now let 0 < r+ < r and define

s+ =
1

4
sε

1
3 , ε+ = cγ−2(r − r+)−cε

6
5 . (3.3)

Here and later, the letter c denotes suitable (possibly different) constants that do not
depend on the iteration steps.

Let us then consider the Hamiltonian

H = N + P ≡ e+ 〈ω̃, I〉+
∑
n∈Z1

Ωn(ω)qnq̄n + P (θ, I, q, q̄;ω) (3.4)
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defined in Dρ(r, s)×O. We assume that for each k 6= 0, ω̃ and {Ωn(ω)}|n|≤ln 1
ε

satisfies

|Ωn(ω)− Ωm(ω)| ≥ γ

|n−m|τ
, n 6= m, (3.5)

|〈k, ω̃〉| ≥ γ

|k|τ
, (3.6)

|〈k, ω̃〉+ Ωn(ω)| ≥ γ

|k|τ
, (3.7)

|〈k, ω̃〉+ Ωn(ω) + Ωm(ω)| ≥ γ

|k|τ
, (3.8)

|〈k, ω̃〉+ Ωn(ω)− Ωm(ω)| ≥ γ

|k|τ
, (3.9)

with γ > 0, τ > b, while {Ωn}|n|>ln 1
ε

is independent of ω. As for P , we have that

‖XP ‖Dρ(r,s),O ≤ ε, (3.10)

and P =
∑
k,l,α,β PklαβI

lei〈k,θ〉qαq̄β has the gauge invariance. Moreover, if we write that

P = P̆ + Ṕ + P̀ , where

P̆ = P̆ (θ, I, q, q̄;ω) =
∑
α,β

P̆αβq
αq̄β =

∑
(k,l) 6=0
α,β

Pklαβq
αq̄βei〈k,θ〉I l,

Ṕ = Ṕ (q, q̄;ω) =
∑

|α|+|β|≤2

Ṕαβq
αq̄β =

∑
|α|+|β|≤2

P00αβq
αq̄β,

P̀ = P̀ (q, q̄;ω) =
∑

|α|+|β|≥3

P̀αβq
αq̄β =

∑
|α|+|β|≥3

P00αβq
αq̄β,

then P has decay property, i.e.

‖P̆αβ‖ ≤ ce−%n
∗
, |α|+ |β| ≥ 1,

‖Ṕαβ‖ ≤ ce−%n
∗
, 1 ≤ |α|+ |β| ≤ 2,

‖P̀αβ‖ ≤ ce−%(n+−n−), |α|+ |β| ≥ 3,

where

n+ = n+(α, β) = max{n ∈ Z : (αn, βn) 6= 0},
n− = n−(α, β) = min{n ∈ Z : (αn, βn) 6= 0},
n∗ = n∗(α, β) = max{|n+|, |n−|}.

We now describe how to construct a set O+ ⊂ O and a change of variables Φ :
D+ × O+ = Dρ+(r+, s+) × O+ → Dρ(r, s) × O such that the transformed Hamiltonian
H+ = N+ +P+ := H ◦Φ satisfies all the above iterative assumptions with new parameters
s+, ε+, r+, γ+ and with ω+ ∈ O+.
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3.1 Solving the linearized equations

Expand P into the Fourier-Taylor series

P =
∑
k,l,α,β

Pklαβe
i〈k,θ〉 I lqαq̄β

where k ∈ Zb, l ∈ Nb and the multi–indices α and β run over the set of all infinite dimen-
sional vectors α ≡ (· · · , αn, · · ·)n∈Z1 , β ≡ (· · · , βn, · · ·)n∈Z1 , αn, βn ∈ N with finitely many
nonzero components of positive integers.

Let R be the truncation of P given by

R(θ, I, q, q̄) = R̆+ Ŕ

=
∑

n∗≤ln 1
ε

2|l|+|α|+|β|≤2

∑
(k,l)6=0

Pklαβq
αq̄β +

∑
n∗≤ln 1

ε
|α|+|β|≤2

P00αβq
αq̄β. (3.11)

Hence

P −R =
∑

n∗>ln 1
ε

2|l|+|α+β|≤2

∑
(k,l)6=0

Pklαβq
αq̄β +

∑
2|l|+|α+β|≥3

∑
(k,l)6=0

Pklαβq
αq̄β + P̀ .

Since P ∈ A, we can rewrite R̆ and Ŕ as

R̆ =
∑

(k,l)6=0
|l|≤1

Pkl00e
i〈k,θ〉I l +

∑
k 6=0

|n|≤ln 1
ε

(P k10
n qn + P k01

n q̄n)

+
∑
k 6=0

|n|,|m|≤ln 1
ε

(P k20
nm qnqm + P k02

nm q̄nq̄m) +
∑
k

|n|,|m|≤ln 1
ε

P k11
nm qnq̄m,

Ŕ =
∑

|n|,|m|≤ln 1
ε

P 011
nm qnq̄m + P0000,

where P k10
n = Pklαβ with α = en, β = 0, here en denotes the vector with the nth component

being 1 and the other components being zero; P k01
n = Pklαβ with α = 0, β = en; P k20

nm =
Pklαβ with α = en + em, β = 0; P k11

nm = Pklαβ with α = en, β = em; P k02
nm = Pklαβ with

α = 0, β = en + em. Due to the assumption (A4), P ∈ A implies that

Pkl00 = 0, if
b∑

j=1

kj 6= 0

P k10
n = 0, if

b∑
j=1

kj + 1 6= 0

P k01
n = 0, if

b∑
j=1

kj − 1 6= 0

P k20
nm = 0, if

b∑
j=1

kj + 2 6= 0

19



P k11
nm = 0, if

b∑
j=1

kj 6= 0

P k02
nm = 0, if

b∑
j=1

kj − 2 6= 0

Rewrite H as H = N + R + (P − R). By the choice of s+ in (3.3) and the definition
of the norms, it follows immediately that

‖XR‖Dρ(r,s),O ≤ ‖XP ‖Dρ(r,s),O ≤ ε. (3.12)

Moreover, we take s+ � s such that in a domain Dρ(r, s+),

‖X(P−R)‖Dρ(r,s+) ≤ cε+. (3.13)

In the following, we will look for an F in the class A, defined in a domain D+ =
Dρ+(r+, s+), such that the time one map Φ1

F of the Hamiltonian vector field XF defines
a map from D+ to D and transforms H into H+. More precisely, by second order Taylor
formula, we have

H ◦ Φ1
F = (N +R) ◦ Φ1

F + (P −R) ◦ Φ1
F

= N + {N,F}+R

+

∫ 1

0
(1− t){{N,F}, F} ◦ Φt

Fdt+

∫ 1

0
{R,F} ◦ Φt

Fdt+ (P −R) ◦ Φ1
F

= N+ + P+ + {N,F}+R− P0000 − 〈ω′, I〉 −
∑
|n|≤ln 1

ε

P 011
nn qnq̄n, (3.14)

where

ω′ =

∫
∂P

∂I
dθ|q=q̄=0,I=0,

N+ = N + P0000 + 〈ω′, I〉+
∑
|n|≤ln 1

ε

P 011
nn qnq̄n,

P+ =

∫ 1

0
(1− t){{N,F}, F} ◦ Φt

Fdt+

∫ 1

0
{R,F} ◦ Φt

Fdt+ (P −R) ◦ Φ1
F .

We shall find a function F ∈ A of the form

F (θ, I, q, q̄) = F̆ + F́ (3.15)

=
∑
k 6=0

n∗≤ln 1
ε

2|l|+|α|+|β|≤2

Fklαβq
αq̄β +

∑
n∗≤ln 1

ε
|α|+|β|≤2
α6=β

F00αβq
αq̄β

satisfying the equation

{N,F}+R− P0000 − 〈ω′, I〉 −
∑
|n|≤ln 1

ε

P 011
nn qnq̄n = 0. (3.16)
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Similarly, we rewrite F̆ and F́ as

F̆ =
∑
k 6=0
|l|≤1

Fkl00e
i〈k,θ〉I l +

∑
k 6=0

|n|≤ln 1
ε

(F k10
n qn + F k01

n q̄n)

+
∑
k 6=0

|n|,|m|≤ln 1
ε

(F k20
nm qnqm + F k11

nm qnq̄m + F k02
nm q̄nq̄m),

F́ =
∑

|n|,|m|≤ln 1
ε

n 6=m

F 011
nm qnq̄m + P0000.

Lemma 3.1 Equation (3.16) is equivalent to the following system

−(Ωn − Ωm)F 011
nm = iP 011

nm , |n|, |m| ≤ ln
1

ε
, n 6= m,

〈k, ω̃〉Fkl00 = iPkl00, k 6= 0, |l| ≤ 1,

(〈k, ω̃〉 − Ωn)F k10
n = iP k10

n , k 6= 0, |n| ≤ ln
1

ε
,

(〈k, ω̃〉+ Ωn)F k01
n = iP k01

n , k 6= 0, |n| ≤ ln
1

ε
,

(〈k, ω̃〉 − Ωn − Ωm)F k20
nm = iP k20

nm , k 6= 0, |n|, |m| ≤ ln
1

ε
,

(〈k, ω̃〉 − Ωn + Ωm)F k11
nm = iP k11

nm , k 6= 0, |n|, |m| ≤ ln
1

ε
,

(〈k, ω̃〉+ Ωn + Ωm)F k02
nm = iP k02

nm , k 6= 0, |n|, |m| ≤ ln
1

ε
,

where Ω = (· · · ,Ωn, · · ·)n∈Z1.

Proof: Inserting F defined in (3.15), into (3.16) one sees that (3.16) is equivalent to
the following system of equations

{N, F̆}+ R̆ = 〈ω′, I〉, (3.17)

{N, F́}+ Ŕ = P0000 +
∑
|n|≤ln 1

ε

P 011
nn qnq̄n. (3.18)

We note that
{N, F́} = i

∑
|n|,|m|≤ln 1

ε

(Ωm − Ωn)F 011
nm qnq̄m.

It follows that F 011
nm , are determined by the linear algebraic system

i(Ωm − Ωn)F 011
nm qnq̄m + P 011

nm = 0, |n|, |m| ≤ ln
1

ε
, n 6= m.

Similarly, from

{N, F̆} = i
∑
k 6=0
|l|≤1

〈k, ω̃〉Fkl00e
i〈k,θ〉I l
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+ i
∑
k 6=0

|n|≤ln 1
ε

[(〈k, ω̃〉 − Ωn)F k10
n qn + (〈k, ω〉+ Ωn)F k01

n q̄n]

+ i
∑
k 6=0

|n|,|m|≤ln 1
ε

[(〈k, ω̃〉 − Ωn − Ωm)F k20
nm qnqm + (〈k, ω̃〉 − Ωn + Ωm)F k11

nm qnq̄m

+(〈k, ω̃〉+ Ωn + Ωm)F k02
nm q̄nq̄m],

it follows that F k10
n ,F k01

n ,F k20
nm , F k11

nm and F k02
nm are determined by the following linear

algebraic systems

i〈k, ω̃〉Fkl00 + Pkl00 = 0, k 6= 0, |l| ≤ 1,

i(〈k, ω̃〉 − Ωn)F k10
n + P k10

n = 0, k 6= 0, |n| ≤ ln
1

ε
,

i(〈k, ω̃〉+ Ωn)F k01
n + P k01

n = 0, k 6= 0, |n| ≤ ln
1

ε
,

i(〈k, ω̃〉 − Ωn − Ωm)F k20
nm + P k20

nm = 0, k 6= 0, |n|, |m| ≤ ln
1

ε
,

i(〈k, ω̃〉 − Ωn + Ωm)F k11
nm + P k11

nm = 0, k 6= 0, |n|, |m| ≤ ln
1

ε
,

i(〈k, ω̃〉+ Ωn + Ωm)F k02
nm + P k02

nm = 0, k 6= 0, |n|, |m| ≤ ln
1

ε
.

Thus Lemma 3.1 is obtained.

Remark. P ∈ A implies F ∈ A.

3.2 Estimation on the coordinate transformation

We proceed to estimate XF and Φ1
F . We start with the following

Lemma 3.2 Let Di = Dρ+(r+ + i
4(r − r+), i4s), 0 < i ≤ 4. If ε� (1

2γ
2(r − r+)c)

3
2 , then

‖XF ‖D3,O ≤ cγ−2ε
9
10 . (3.19)

Proof: By the definition of O, Lemma 3.1, and , we have that

|F 011
nm |O ≤ |(Ωn − Ωm)−1P 011

nm |O < cγ−2|n−m|2τ+1|P 011
nm |O, |n|, |m| ≤ ln

1

ε
, n 6= m

and

|Fkl00|O ≤ |〈k, ω̃〉−1Pkl00|O < cγ−2|k|2τ+1|Pkl00|O, k 6= 0, |l| ≤ 1,

|F k10
n |O ≤ cγ−2|k|2τ+1|P k10

n |O, k 6= 0, |n| ≤ ln
1

ε
,

|F k01
n |O ≤ cγ−2|k|2τ+1|P k01

n |O, k 6= 0, |n| ≤ ln
1

ε
,

|F k20
nm |O ≤ cγ−2|k|2τ+1|P k20

nm |O, k 6= 0, |n|, |m| ≤ ln
1

ε
,

|F k11
nm |O ≤ cγ−2|k|2τ+1|P k11

nm |O, k 6= 0, |n|, |m| ≤ ln
1

ε
,

|F k02
nm |O ≤ cγ−2|k|2τ+1|P k02

nm |O, k 6= 0, |n|, |m| ≤ ln
1

ε
.

22



It follows that

1

s2
‖F̆θ‖D3,O

≤ 1

s2

∑
k 6=0
|l|≤1

|Fkl00|Os2|l||k|e|k|(r−
1
4

(r−r+))

+
∑
k 6=0

|n|≤ln 1
ε

(|F k10
n |O|qn|+ |F k01

n |O|q̄n|)|k|e|k|(r−
1
4

(r−r+))

+
∑
k 6=0

|n|,|m|≤ln 1
ε

(|F k20
nm |O|qn||qm|+ |F k11

nm |O|qn||q̄m|+ |F k02
nm |O|q̄n||q̄m|)|k|e|k|(r−

1
4

(r−r+))

≤ cγ−2(r − r+)−c‖XR‖
≤ cγ−2(r − r+)−cε.

Similarly,

‖F̆I‖D3,O =
∑
k 6=0
|l|=1

|Fkl00|e|k|(r−
1
4

(r−r+)) ≤ cγ−2(r − r+)−cε.

From

‖F̆qn‖D3,O = ‖
∑
k 6=0

|m|≤ln 1
ε

F k11
nm e

i〈k,θ〉q̄m‖D3,O + ‖
∑
k 6=0

|m|≤ln 1
ε

F k20
nm e

i〈k,θ〉qm‖D3,O

+‖
∑
k 6=0

F k10
n ei〈k,θ〉‖D3,O

≤
∑
k 6=0

|m|≤ln 1
ε

|F k11
nm |Oe|k|(r−

1
4

(r−r+))|q̄m|+
∑
k 6=0

|m|≤ln 1
ε

|F k20
nm |Oe|k|(r−

1
4

(r−r+))|qm|

+
∑
k 6=0

|F k10
n |Oe|k|(r−

1
4

(r−r+)),

and

‖F̆q̄n‖D3,O = ‖
∑
k 6=0

|m|≤ln 1
ε

F k11
mn e

i〈k,θ〉qm‖D3,O + ‖
∑
k 6=0

|m|≤ln 1
ε

F k02
nm e

i〈k,θ〉q̄m‖D3,O

+‖
∑
k 6=0

F k01
n ei〈k,θ〉‖D3,O

≤
∑
k 6=0

|m|≤ln 1
ε

|F k11
mn |Oe|k|(r−

1
4

(r−r+))|qm|+
∑
k 6=0

|m|≤ln 1
ε

|F k02
nm |Oe|k|(r−

1
4

(r−r+))|q̄m|

+
∑
k 6=0

|F k01
n |Oe|k|(r−

1
4

(r−r+)),

we have that

‖XF̆ ‖D3,O = ‖F̆I‖D3,O +
1

s2
‖F̆θ‖D3,O +

1

s
(
∑
n∈Z1

‖F̆qn‖D3,Oe
|n|ρ+ +

∑
n∈Z1

‖F̆q̄n‖D3,Oe
|n|ρ+)
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≤ cγ−2(r − r+)−c‖XR‖
≤ cγ−2(r − r+)−cε.

Since

‖F́qn‖D3,O = ‖
∑
n 6=m

|n|,|m|≤ln 1
ε

F 011
nm q̄m‖D3,O

≤ cγ−2
∑
n 6=m

|n|,|m|≤ln 1
ε

|n−m|2τ+1|P 011
nm |O|q̄m|,

and

‖F́q̄n‖D3,O = ‖
∑
n 6=m

|n|,|m|≤ln 1
ε

F 011
mn qm‖D3,O

≤ cγ−2
∑
n 6=m

|n|,|m|≤ln 1
ε

|n−m|2τ+1|P 011
mn |O|qm|,

we have that

‖XF́ ‖D3,O ≤ 1

s
(
∑
n

‖F́qn‖D3,Oe
|n|ρ+ +

∑
n

‖F́q̄n‖D3,Oe
|n|ρ+)

≤ cγ−2
(

ln
1

ε

)2τ+1

‖XR‖

≤ cγ−2
(

ln
1

ε

)2τ+1

ε.

Under the assumption that ε� (1
2γ

2(r − r+)c)
3
2 ,

max {
(

ln
1

ε

)2τ+1

, (r − r+)−c} < ε−
1
10 .

Then the conclusion of the lemma follows from the estimates above.

In the next lemma, we give some estimates for Φt
F . The formula (3.20) will be used

to prove our coordinate transformation is well defined. Inequality (3.21) will be used to
check the convergence of the iteration.

Lemma 3.3 Let η = ε
1
3 , Diη = Dρ+(r+ + i

4(r − r+), i4ηs), 0 < i ≤ 4. If ε � (1
2γ

2(r −
r+)c)

3
2 , we then have

Φt
F : D2η → D3η, −1 ≤ t ≤ 1, (3.20)

Moreover,

‖DΦt
F − Id‖D1η < cγ−2ε

9
10 . (3.21)

Proof: Let

‖DmF‖D,O = max


∥∥∥∥∥ ∂|i|+|l|+|α|+|β|∂θi∂I l∂qα~n∂q̄

β
~n

F

∥∥∥∥∥
D,O

, |i|+ |l|+ |α|+ |β| = m ≥ 2

 .
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Notice that F is a polynomial of degree 1 in I and degree 2 in q, q̄. From Lemma 3.2
and the Cauchy inequality, it follows that

‖DmF‖D2,O < cγ−2ε
9
10 , (3.22)

for any m ≥ 2.
To get the estimates for Φt

F , we start from the integral equation,

Φt
F = id+

∫ t

0
XF ◦ Φs

F ds

so that Φt
F : D2η → D3η, −1 ≤ t ≤ 1, which follows directly from (3.22). Since

DΦt
F = Id+

∫ t

0
(DXF )DΦs

F ds = Id+

∫ t

0
J(D2F )DΦs

F ds,

where J denotes the standard symplectic matrix

(
0 −I
I 0

)
, it follows that

‖DΦt
F − Id‖ ≤ 2‖D2F‖ < cγ−2ε

9
10 . (3.23)

Consequently Lemma 3.3 follows.

3.3 Estimation for the new normal form

The map Φ1
F defined above transforms H into H+ = N+ + P+(see (3.14) and (3.16)).

Here the new normal form N+ is

N+ = N + P0000 + 〈ω′, I〉+
∑
n

P 011
nn qnq̄n

= e+ + 〈ω̃+, I〉+
∑
n

Ω+
n qnq̄n, (3.24)

where

e+ = e+ P0000,

ω̃+ = ω̃ + P0l00(|l| = 1),

Ω+
n =

{
Ωn + P 011

nn , |n| ≤ ln 1
ε ,

Ωn, |n| > ln 1
ε .

Note that the new normal frequencies Ω+
n do not change for |n| > ln 1

ε , thus they remain
the initial random variables.

Now we show that N+ has properties similar to those of N . By the regularity of P ,
we have that

|ω̃+ − ω̃|O < ε, |P 011
nn |O < ε. (3.25)

It follows that

|Ω+
n − Ω+

m| ≥
γ

|n−m|τ
− 2ε ≥ γ+

|n−m|τ
, n 6= m, |n|, |m| ≤ ln

1

ε
,
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|〈k, ω̃ + P0l00〉| ≥ |〈k, ω̃〉| − |〈k, P0l00〉| ≥
γ

|k|τ
− ε|k| ≥ γ+

|k|τ
, k 6= 0,

and similarly

|〈k, ω̃ + P0l00〉+ Ω+
n | ≥

γ+

|k|τ
, k 6= 0, |n| ≤ ln

1

ε

|〈k, ω̃ + P0l00〉+ Ω+
n + Ω+

m| ≥
γ+

|k|τ
, k 6= 0, |n|, |m| ≤ ln

1

ε

|〈k, ω̃ + P0l00〉+ Ω+
n − Ω+

m| ≥
γ+

|k|τ
, k 6= 0, |n|, |m| ≤ ln

1

ε

provided that ε|k|τ+1 ≤ c(γ − γ+). This means that in the succeeding KAM step, s-
mall divisor conditions are automatically satisfied for |n|, |m| ≤ ln 1

ε and |k| ≤ K, where
εKτ+1 ≤ c(γ − γ+).

As for the condition associated with |k| > K or ln 1
ε ≤ |n|, |m| ≤ ln 1

ε+
, which is

necessary for the next KAM step, we shall verify them by measure-estimating in Section
6. Note that the bounds in (3.25) will be used for the measure estimates.

3.4 Estimation for the new perturbation

Since

P+ =

∫ 1

0
(1− t){{N,F}, F} ◦ Φt

Fdt+

∫ 1

0
{R,F} ◦ Φt

Fdt+ (P −R) ◦ Φ1
F

=

∫ 1

0
{R(t), F} ◦ Φt

Fdt+ (P −R) ◦ Φ1
F ,

where R(t) = (1− t)(N+ −N) + tR. Hence

XP+ =

∫ 1

0
(Φt

F )∗X{R(t),F}dt+ (Φ1
F )∗X(P−R).

According to Lemma 3.3,

‖DΦt
F − Id‖D1η < cγ−2ε

9
10 , −1 ≤ t ≤ 1,

thus
‖DΦt

F ‖D1η ≤ 1 + ‖DΦt
F − Id‖D1η ≤ 2, −1 ≤ t ≤ 1.

Due to Lemma 6.3,

‖X{R(t),F}‖D2η ≤ cγ−2η−2ε
19
10 ,

and
‖X(P−R)‖D2η ≤ cηε,

we have
‖XP+‖Dρ(r+,s+) ≤ cηε+ cγ−2η−2ε

19
10 ≤ cε+.
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3.5 Verification of the assumptions after one KAM step

To continue the iteration we must show that the new Hamiltonian H+ satisfies the
assumptions similar to (A1)−(A6). We have obtained the regularity of ω̃+ and {Ω+

n }n∈Z1

in the form of (3.1) and (3.2) in view of (3.25). For the next step, we shall prove the
Melnikov’s nondegeneracy for ω̃+ and the gap condition for {Ω+

n }n∈Z1 in Section 5 via
measure estimates. Since the regularity of P+, together with its smallness, has been verified
in the last subsection, we only need to check the decay property and gauge invariance here.

In Taylor series, P+ is expressed in terms of the iterated Poisson bracket

P+ = P −R+ {P, F}+
1

2!
{{N,F}, F}+

1

2!
{{P, F}, F}

+ · · ·+ 1

n!
{· · · {N,F} · · · , F︸ ︷︷ ︸

n

}+
1

n!
{· · · {P, F} · · · , F︸ ︷︷ ︸

n

}+ · · · .

The support of any term Fklαβ is finite, with n∗ ≤ ln 1
ε , therefore, applying Corollary 1

and 2 with G = P and

G = {N,F} = P0000 + 〈ω′, I〉+
∑
|n|≤ln 1

ε

P 011
nn qnq̄n −R,

we obtain that the decay property and gauge invariance are satisfied. Note that the new
decay property of P+ = P̆+ + Ṕ+ + P̀+ is expressed as

‖P̆+
αβ‖ ≤ ce

−%n∗ ≤ ce−%+n∗ , for |α|+ |β| ≥ 1,

‖Ṕ+
αβ‖ ≤ ce

−%n∗ ≤ ce−%+n∗ , for 1 ≤ |α|+ |β| ≤ 2,

‖P̀+
αβ‖ ≤ ce

−%+(n+−n−), for |α|+ |β| ≥ 3,

with %+ = 1
2% in view of Corollary 1.

4 Iteration lemma and convergence

For any given r, ε0, s, ρ, %, γ and for all ν ≥ 1, we define the following sequences

rν = r(1−
ν+1∑
i=2

2−i),

εν = cγ−2(rν−1 − rν)−cε
6
5
ν−1,

sν =
1

4
ην−1sν−1 = 2−2ν(

ν−1∏
i=0

εi)
1
3 s,

ρν = ρ(1−
ν+1∑
i=2

2−i),

%ν = 2−ν%

γν = ε
1
8
ν

ην = ε
1
3
ν ,

Dν = Dρν (rν , sν),
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where c is a constant. Note that

Ψ(r) =
∞∏
i=1

[(ri−1 − ri)−c](
5
6

)i

is a well–defined function of r.

4.1 Iteration lemma

The preceding analysis can be summarized as follows.

Lemma 4.1 Let ε is small enough and ν ≥ 0. Suppose that
(1). Nν = eν + 〈ω̃(ω)ν , I〉 +

∑
n∈Z1

Ων
n(ω)qnq̄n is a normal form with the tangential fre-

quencies
ω̃ν(ω) = ω + ω̂ν(ω), ω ∈ Oν ,

where Oν is a closed set in Rb, ω̂ν(ω) is a C1
W function of ω ∈ Oν with C1

W -norm bounded
by ε0, and {Ων

n(ω)}n∈Z1 satisfies

Ων
n(ω) =

{
Ω0
n + Ω̂ν

n(ω), |n| ≤ ln 1
εν
,

Ω0
n, |n| > ln 1

εν
.

with {Ω0
n}n∈Z1 ∈ Xν being the initial normal frequencies and Ω̂ν

n(ω)’s are C1
W functions of

ω with C1
W -norm bounded by ε0. Moreover,

|ω̃ν − ω̃ν−1|Oν ≤ εν−1, |Ων
n − Ων−1

n |Oν ≤ εν−1;

(2). For fixed {Ω0
n}n∈Z1 ∈ Xν , the parameters ω ∈ Oν satisfying

|Ων
n − Ων

m| ≥
γν

|n−m|τ
, n 6= m,

|〈k, ω̃ν〉| ≥
γν
|k|τ

,

|〈k, ω̃ν〉+ Ων
n| ≥

γν
|k|τ

,

|〈k, ω̃ν〉+ Ων
n + Ων

m| ≥
γν
|k|τ

,

|〈k, ω̃ν〉+ Ων
n − Ων

m| ≥
γν
|k|τ

,

for all k 6= 0 and |n|, |m| ≤ ln 1
εν

;
(3). Pν has the gauge invariance defined in (A6) and

‖XPν‖Dν ,Oν ≤ εν .

Moreover, if we write that Pν = P̆ν + Ṕν + P̀ν , where

P̆ν = P̆ν(θ, I, q, q̄;ω) =
∑
α,β

P̆ ναβq
αq̄β =

∑
(k,l)6=0
α,β

P νklαβq
αq̄βei〈k,θ〉I l,

Ṕν = Ṕν(q, q̄;ω) =
∑

|α|+|β|≤2

Ṕ ναβq
αq̄β =

∑
|α|+|β|≤2

P ν00αβq
αq̄β,

P̀ν = P̀ν(q, q̄;ω) =
∑

|α|+|β|≥3

P̀ ναβq
αq̄β =

∑
|α|+|β|≥3

P ν00αβq
αq̄β,
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then P has decay property, i.e.

‖P̆ ναβ‖ ≤ ce−%νn
∗
, for |α|+ |β| ≥ 1,

‖Ṕ ναβ‖ ≤ ce−%νn
∗
, for 1 ≤ |α|+ |β| ≤ 2,

‖P̀ ναβ‖ ≤ ce−%ν(n+−n−), for |α|+ |β| ≥ 3,

where

n+ = n+(α, β) = max{n ∈ Z : (αn, βn) 6= 0},
n− = n−(α, β) = min{n ∈ Z : (αn, βn) 6= 0},
n∗ = n∗(α, β) = max{|n+|, |n−|}.

Then there are subsets Oν+1 ⊂ Oν and Xν+1 ⊂ Xν such that

Oν+1 = Oν \

 ⋃
k 6=0

|n|,|m|≤ln 1
εν+1

(
Rν+1
k

⋃
Rν+1
kn

⋃
Rν+1
knm

) ,
where

Rν+1
k = {ω ∈ Oν : |〈k, ω̃ν+1(ω)〉| < γν+1

|k|τ
},

Rν+1
kn = {ω ∈ Oν : |〈k, ω̃ν+1(ω)〉+ Ων+1

n | < γν+1

|k|τ
},

Rν+1
knm = {ω ∈ Oν : |〈k, ω̃ν+1(ω)〉+ Ων+1

n ± Ων+1
m | < γν+1

|k|τ
},

and Xν+1 is expressed as{
{Ω0

n}n∈Z1 ∈ Xν : |Ων+1
n − Ων+1

m | ≥ γν+1

|n−m|τ
, n 6= m, |n|, |m| ≤ ln

1

εν+1

}
with

ω̃ν+1 = ω̃ν + P ν0l00,

Ων+1
n = Ων

n + P 011,ν
nn , |n| ≤ ln

1

εν
,

and a symplectic transformation of variables

Φν : Dν+1 ×Oν+1 → Dν ×Oν ,

such that on Dρν+1(rν+1, sν+1)×Oν+1, Hν+1 = Hν ◦ Φν has the form

Hν+1 = eν+1 + 〈ω̃ν+1, I〉+
∑
n∈Z1

Ων+1
n qnq̄n + Pν+1,

with {Ω0
n}n∈Z1 ∈ Xν+1 and

|ω̃ν+1 − ω̃ν |Oν+1 ≤ εν , |Ων+1
n − Ων

n|Oν+1 ≤ εν .
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And also
Pν+1 = P̆ν+1 + Ṕν+1 + P̀ν+1

satisfies that
‖XPν+1‖Dν+1,Oν+1 ≤ εν+1,

has the gauge invariance defined in (A6) and the decay property, i.e.

‖P̆ ν+1
αβ ‖ ≤ ce

−%νn∗ , for |α|+ |β| ≥ 1,

‖Ṕ ν+1
αβ ‖ ≤ ce

−%νn∗ , for 1 ≤ |α|+ |β| ≤ 2,

‖P̀ ν+1
αβ ‖ ≤ ce

−%ν+1(n+−n−), for |α|+ |β| ≥ 3.

4.2 Convergence

Let Ψν = Φ0 ◦ Φ1 ◦ · · · ◦ Φν , ν = 1, 2, · · ·. An induction argument shows that

Ψν : Dν ×Oν → D0 ×O

and H0 ◦Ψν = Hν = Nν + Pν with {Ω0
n} ∈ Xν for all ν = 1, 2, · · ·.

Let Õ = ∩∞ν=0Oν and X̃ = ∩∞ν=0Xν . Using Lemma 4.1 and standard arguments
[36, 37], one can conclude that Hν , eν , Nν , Pν , Ψν , ω̃ν and {Ων

n}n∈Z1 converge uniformly
on D ρ

2
( r2 , 0)×Õ to, say, H∞, e∞, N∞, P∞, Ψ∞, ω∞ and {Ω∞n }n∈Z1 , respectively, in which

case it is clear that
N∞ = e∞ + 〈ω̃∞, I〉+

∑
n∈Z1

Ω∞n qnq̄n.

Since

εν+1 = cγ−2
ν (rν − rν+1)−cε

3
2
ν ≤ (cγ−2Ψ(r)ε)( 3

2
)ν ,

we have, by Lemma 4.1 that
XP∞ |D ρ

2
( r
2
,0)×Õ ≡ 0.

Let Φt
H denote the flow of any Hamiltonian vector field XH . Since H ◦Ψν = Hν , we have

Φt
H ◦Ψν = Ψν ◦ Φt

Hν . (4.1)

The uniform convergence of Ψν , DΨν , ων and XHν implies that the limits can be taken
on both sides of (4.1). Hence, on D ρ

2
( r2 , 0)× Õ we get

Φt
H ◦Ψ∞ = Ψ∞ ◦ Φt

H∞ (4.2)

and
Ψ∞ : D ρ

2
(
r

2
, 0)× Õ → Dρ(r, s)×O.

It follows from (4.2) that

Φt
H(Ψ∞(Tb × {ω∞})) = Ψ∞Φt

N∞(Tb × {ω}) = Ψ∞(Tb × {ω})

for ω ∈ Õ. This means that Ψ∞(Tb×{ω}) is an embedded torus which is invariant for the
original perturbed Hamiltonian system at ω∞ ∈ Õ. We remark here that the frequencies
ω̃∞ associated to Ψ∞(Tb × {ω}) are slightly different from the initial frequencies ω. The
normal behavior of the invariant torus is governed by normal frequencies Ω∞n .
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5 Measure estimate

In the KAM steps, we have assume that the small divisor conditions in the form of (3.5)−
(3.9) are satisfied. In this section, we shall estimate the measure of the set of parameters
such that these conditions are violated during the iterations.

5.1 Small divisors concerning the tangential frequencies

At the (ν + 1)th step of the KAM iteration, we have to exclude the following resonant set

Rν+1 =
⋃
k 6=0

|n|,|m|≤ln 1
εν+1

(Rν+1
k

⋃
Rν+1
kn

⋃
Rν+1
knm),

where

Rν+1
k =

{
ω ∈ Oν : |〈k, ω̃ν+1(ω)〉| < γν+1

|k|τ
}
,

Rν+1
kn =

{
ω ∈ Oν : |〈k, ω̃ν+1(ω)〉+ Ων+1

n (ω)| < γν+1

|k|τ
}
,

Rν+1
knm =

{
ω ∈ Oν : |〈k, ω̃ν+1(ω)〉+ Ων+1

n (ω)± Ων+1
m (ω)| < γν+1

|k|τ
}
.

Lemma 5.1 For any fixed k 6= 0, and |n|, |m| ≤ ln 1
εν+1

,

|Rν+1
k

⋃
Rν+1
kn

⋃
Rν+1
knm| < c

γν+1

|k|τ+1
.

Proof: Recall that ω̃ν+1(ω) = ω +
∑ν
j=0 P

j
0l00(ω) with∣∣∣∣∣∣

ν∑
j=0

P j0l00

∣∣∣∣∣∣
Oν

≤ ε0, (5.1)

and Ων+1
n (ω) = Ω0

n +
∑ν
j=0 P

011,j
nn (ω) with∣∣∣∣∣∣

ν∑
j=0

P 011,j
nn

∣∣∣∣∣∣
Oν

≤ ε. (5.2)

It follows that 1 ∣∣∣∣∣∂(〈k, ω̃ν+1〉 ± Ων+1
n ± Ων+1

m )

∂ω

∣∣∣∣∣ ≥ c|k|,
then the proof of this lemma is evident, we omit it.

1Here | · | denotes `1–norm.
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Lemma 5.2 The total measure we need to exclude along the KAM iteration is

∣∣∣∣∣∣
⋃
ν≥0

Rν+1

∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣
⋃
ν≥0

⋃
k 6=0

|n|,|m|≤ln 1
εν

(
Rνk

⋃
Rνkn

⋃
Rνknm

)∣∣∣∣∣∣∣∣∣ < cγϑ, ϑ > 0.

Proof: By Lemma 5.1,∣∣∣∣∣∣
⋃
ν≥0

Rν+1

∣∣∣∣∣∣ ≤
∑
ν≥0

∑
k 6=0

|n|,|m|≤ln 1
εν

γν
|k|τ+1

≤ c
∑
ν≥0

∑
k 6=0

(
ln

1

εν

)2 γν
|k|τ+1

≤ c
∑
ν≥0

∑
k 6=0

γ
1
2
ν

|k|τ+1

≤ c
∑
ν≥0

γ
1
2
ν

≤ cγ
1
2 .

This completes the measure estimate for the tangential frequencies.

5.2 Small divisors concerning the normal frequencies

As we proceed the ν + 1th KAM step, we need to verify that the inequality

|Ων+1
n − Ων+1

m | ≥ γν+1

|n−m|τ
(5.3)

holds for n,m ∈ Z1, n 6= m and |n|, |m| ≤ ln 1
εν+1

, under the assumption that

|Ων
n − Ων

m| ≥
γν

|n−m|τ

for n,m ∈ Z1, n 6= m and |n|, |m| ≤ ln 1
εν

. Since |Ων+1
n − Ων

n|Oν+1 ≤ εν , the assumption

above implies that (5.3) is automatically satisfied for |n|, |m| ≤ ln 1
εν

.

If |n| ≤ ln 1
εν

and ln 1
εν
≤ |m| ≤ ln 1

εν+1
, then with Ων+1

n fixed we can exclude the set

of Ω0
m’s {

Ω0
m : |Ω0

m − Ων+1
n | < γν+1

|n−m|τ
}
,

whose measure is no more than γν+1

|n−m|τ , recalling that Ων+1
m = Ω0

m for |m| > ln 1
εν

. As for

the case that ln 1
εν
≤ |n|, |m| ≤ ln 1

εν+1
, with the former normal frequency fixed, we also

can estimate the measure of the latter variables such that (5.3) fail, just as in Section 2
where we verify the assumption (A2).
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After the procedures above, the remaining values of variables {Ω0
n}ln 1

εν
≤|n|≤ln 1

εν+1

form

a subset, with its measure more than

(1− cγν+1)
c ln 1

εν+1 ≥ e−γ
1
2
ν+1 .

Thus the total probability of {Ω0
n}n∈Z1

we can choose as the normal frequencies is larger
than ∞∏

ν=0

e−γ
1
2
ν ≥ e−γ

1
3 .

6 Appendix

Lemma 6.1 The Banach algebraic property of the norm:

‖FG‖Dρ(r,s),O ≤ ‖F‖Dρ(r,s),O‖G‖Dρ(r,s),O.

Proof: Since

(FG)klαβ =
∑

k′,l′,α′,β′

Fk−k′,l−l′,α−α′,β−β′Gk′l′α′β′ ,

we have that

‖FG‖Dρ(r,s),O = sup
‖q‖ρ<s

∑
k,l,α,β

|(FG)klαβ|O|qα||q̄β|s2|l|e|k|r

≤ sup
‖q‖ρ<s

∑
k,l,α,β

∑
k′,l′,α′,β′

|Fk−k′,l−l′,α−α′,β−β′Gk′l′α′β′ |O|qα||q̄β|s2|l|e|k|r

≤ ‖F‖Dρ(r,s),O‖G‖Dρ(r,s),O.

Lemma 6.2 (Generalized Cauchy Inequalities) The various components of the Hamilto-
nian vector field XF satisfy the estimates:

‖∂θF‖Dρ(r−σ,s),O ≤
c

σ
‖F‖Dρ(r,s),O,

‖∂IF‖Dρ(r, 1
2
s),O ≤

c

s2
‖F‖Dρ(r,s),O,

and
‖∂qnF‖Dρ(r, 1

2
s),O ≤

c

s
‖F‖Dρ(r,s),Oe

|n|ρ,

‖∂q̄nF‖Dρ(r, 1
2
s),O ≤

c

s
‖F‖Dρ(r,s),Oe

|n|ρ.

Proof: The inequalities follow from the standard Cauchy estimate. See [37].
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Let {·, ·} denote the Poisson bracket of smooth functions, i.e.,

{F,G} = 〈∂F
∂I

,
∂G

∂θ
〉 − 〈∂F

∂θ
,
∂G

∂I
〉+ i

∑
n∈Z1

(
∂F

∂qn

∂G

∂q̄n
− ∂F

∂q̄n

∂G

∂qn
),

which is perhaps the most important quantity to be estimated in this norm defined for the
vector fields, as it is significant to Hamiltonian mechanics. Then we have the following
lemma:

Lemma 6.3 If
‖XF ‖Dρ(r,s) < ε′, ‖XG‖Dρ(r,s) < ε′′,

for some ε′, ε′′ > 0, then

‖X{F,G}‖Dρ(r−σ,ηs) < cσ−1η−2ε′ε′′,

for any 0 < σ < r and 0 < η � 1. In particular, if η ∼ ε
1
4 , ε′ ∼ ε, ε′′ ∼ ε

3
4 , we have that

‖X{F,G}‖Dρ(r−σ,ηs) ∼ ε
5
4 .

For the proof, see [24].
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applications to quantum mechanics and global geometry. Springer(1987)

[13] Chierchia, L., You, J.: KAM tori for 1D nonlinear wave equations with periodic
boundary conditions. Commun. Math. Phys. 211, 498–525(2000)

[14] Craig, W., Wayne, C.E.: Newton’s method and periodic solutions of nonlinear wave
equations. Commun. Pure. Appl. Math. 46, 1409–1498(1993)

[15] von Dreifus, H., Klein, A.: A new proof of localization in the Anderson tight binding
model. Commun. Math. Phys. 124, 285–299(1989)

[16] Eliasson, L.H.: Perturbations of stable invariant tori for Hamiltonian systems. Ann.
Sc. Norm. Sup. Pisa 15, 115–147(1988)

[17] Eliasson, L.H., Kuksin, S.B.: KAM for the non-linear Schrödinger equation, Ann.
Math., 172(2010), 371–435.
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