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Probability and statistics bloc

Stochastic Calculus and Applications. (R. Catellier).
This course is devoted to the introduction of the basic concepts of

continuous time stochastic processes which are used in many fields :
physics, finance, biology, medicine, filtering theory, decision theory. It
will consist of a presentation of Brownian motion, Itô integral, stochas-
tic di↵erential equations and Girsanov theorem. Several applications
from the aforementioned topcis will be given.

Probabilistic Numerical Methods. (S. Rubenthaler).
Probabilistic numerical methods are widely used in machine learn-

ing algorithms as well as in mathematical finance for pricing financial
derivatives and computing strategies. The course will present the basic
methods used for simulating random variables and implementing the
Monte-Carlo methods. Simulation in Python of stochastic processes
used in mathematical finance, such as Brownian motion and solutions
to stochastic di↵erential equations, will be discussed as well.

Advanced Stochastics. (F. Delarue).
The first part of the course provides the basic knowledge in sto-

chastic control, control for di↵usion processes, dynamic programming
principle, dynamic programming equation, Hamilton Jacobi Bellman
equation, control for counting processes.

As for the second part, one path among the following two ones has
to be chosen:

• A first path addresses the theory of mean-field models. Appli-
cations to collective optimization in finance, or self-organisation
and phase transition in neuroscience will be considered.

• A second path addresses stochastic optimization. Stochastic
gradient descent (Robbins-Monro, 1951) is the workhorse of
many statistical and probabilistic procedure. In particular, it
is widely used in machine learning for training artificial neural
networks, support vector machines. This course is intended
to provide a mathematical foundation to this algorithm and
variants of it, along with a numerical intuition of its behavior
on practical examples.

Statistical Learning Methods. (D. Garreau).
Statistical Learning is a successful framework for computers to learn

and perform complicated tasks. In recent years, human-like perfor-
mance has been achieved in some applications such as object detection


