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Fribourg, SWITZERLAND

e-mail: pierre.dreyfuss@unifr.ch

Abstract: We study a Navier-Stokes system which is motivated by models for
electrorheological fluids. Its principal features are the weak monotonicity as-
sumptions we impose on the viscosity tensor. Moreover we allow the viscosity
to depend on the velocity in order to cover some of the models in electrorheo-
logical theory. We establish existence of a weak solution of the corresponding
Navier-Stokes system.

AMS Subj. Classification: 35Q30, 76D05
Key Words: Navier-Stokes systems, weak monotonicity conditions, elec-
trorheological fluids

1 Introduction

1.1 A Navier-Stokes problem

Let Ω ⊂ IRn be a bounded open domain with Lipschitz boundary. We consider
the following Navier-Stokes system for the velocity u : Ω × [0, T ) → IRn and
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the pressure P : Ω× [0, T ) → IR
∂u

∂t
− div σ(x, t, u,Du) + (u · ∇)u = f − gradP on Ω× (0, T ) (1)

div u = 0 on Ω× (0, T ) (2)

u = 0 on ∂Ω× (0, T ) (3)

u(·, 0) = u0 on Ω (4)

Here, f ∈ Lp′(0, T ;V ′) for some p ∈ [1 + 2n
n+2

,∞), where V consists of all

functions inW 1,p
0 (Ω, IRn) with vanishing divergence. Moreover u0 ∈ L2(Ω; IRn),

div u0 = 0, and σ satisfies the conditions (NS0)–(NS2) below. We allow the
viscosity tensor to depend (non-linearly) on x, t, u and Du.

The problem (1)–(4) we study in this paper is motivated by the study of
non-Newtonian fluid flows and, more particularly, by electrorheological fluids
flows. These fluids are smart materials which are concentrated suspensions of
polarizable particles in a non-conducting dielectric liquid (a typical particle
size is 0.1–100µm). By applying an electric field, the viscosity can be changed
by a factor up to 105, and the fluid can be transformed from liquid state into
semi-solid state within milliseconds. The process is reversible. Examples of
electrorheological fluids are alumina Al2O3 particles or Lithiumpolymethacry-
late. The phenomenon is called Winslow effect (after Willis Winslow who first
investigated it in the 1940s) and is characterized by the Mason number. The
Winslow effect seems to have growing applications in certain industrial sec-
tors (see Teo [24], or Teo and Roy [25]): It is used, e.g., to construct shock
absorbers in magnetically levitated trains.

In recent work (see Růžička [20], or Hoppe and Litvinov [9]) several laws for
constitutive equations have been proposed for the viscosity tensor σ of such a
fluid. In the model described in [9] the authors consider a situation where σ de-
pends on the modulus of the electric field |E(x, t)|, on Du(x, t) but also on the
angle between the velocity u(x, t) of the fluid and the electric field. Moreover,
for the problems studied in [9], it has been shown that the electromagnetic
equations (i.e. the equations for E) are, under suitable assumptions, indepen-
dent of the equations for P and u. The electric field E(x, t) can therefore
be considered as known and the problem may be reduced to a Navier-Stokes
problem like (1)–(4). In particular, the viscosity tensor depends on x, t, u and
Du.

1.2 The main result

Our analysis for (1)–(4) is inspired by Dolzmann, Hungerbühler and Müller [5].
By using the theory of Young measures we are able to prove an existence result
for a weak solution (u, P ) to (1)–(4) under very mild assumptions on σ (see
Theorem 1 below). In particular we will treat a class of problems for which
the classical monotone operator methods developed by Vĭsik [26], Minty [19],



Browder [3], Brézis [2], Lions [18] and others do not apply. The reason for this
is that σ does not need to satisfy the strict monotonicity condition of a typical
Leray-Lions operator.

Historically, the pioneering works regarding the analysis of non-Newtonian
fluid flows were realized by J. L. Lions [18] and O. Ladyzhenskaya [10]. This
analysis was then extended, in particular by the works of J. Nečas and coau-
thors (see for instance Málek, Nečas, Rokyta, Růžička [11, 12]). See also
Steinhauer [23, Chapter 3] for some more recent results and references in the
field. Nevertheless, in all these studies it is always assumed that σ is strictly
monotone and consequently the result we present in Theorem 1 below cannot
be deduced from previous works. Moreover we allow the viscosity tensor to
depend explicitly on the velocity field.

To fix some notation, let IIMm×n denote the real vector space of m × n
matrices equipped with the inner product M : N = MijNij (with the usual
summation convention).

Now, we state our main assumptions.

(NS0) (Continuity) σ : Ω × (0, T ) × IRn × IIMn×n → IIMn×n is a Carathéodory
function, i.e. (x, t) 7→ σ(x, t, u, F ) is measurable for every (u, F ) ∈ IRn ×
IIMn×n and (u, F ) 7→ σ(x, t, u, F ) is continuous for almost every (x, t) ∈
Ω× (0, T ).

(NS1) (Growth and coercivity) There exist c1 > 0, c2 > 0, λ1 ∈ Lp′(Ω× (0, T )),
λ2 ∈ L1(Ω× (0, T )), λ3 ∈ L(p/α)′(Ω× (0, T )), 0 < α < p, such that

|σ(x, t, u, F )| 6 λ1(x, t) + c1(|u|p−1 + |F |p−1)

σ(x, t, u, F ) : F > −λ2(x, t)− λ3(x, t)|u|α + c2|F |p

(NS2) (Monotonicity) σ satisfies one of the following conditions:

(a) For all (x, t) ∈ Ω× (0, T ) and all u ∈ IRn, the map F 7→ σ(x, t, u, F )
is a C1-function and is monotone, i.e.

(σ(x, t, u, F )− σ(x, t, u,G)) : (F −G) > 0

for all (x, t) ∈ Ω× (0, T ), u ∈ IRm and F,G ∈ IIMn×n.

(b) There exists a function W : Ω × (0, T ) × IRn × IIMn×n → IR such
that σ(x, t, u, F ) = ∂W

∂F
(x, t, u, F ), and F 7→ W (x, t, u, F ) is convex

and C1 for all (x, t) ∈ Ω× (0, T ) and all u ∈ IRn.

(c) σ is strictly monotone, i.e. σ is monotone and (σ(x, t, u, F ) −
σ(x, t, u,G)) : (F −G) = 0 implies F = G.



The Carathéodory condition (NS0) ensures that σ(x, t, u(x, t), U(x, t)) is mea-
surable on Ω × (0, T ) for measurable functions u : Ω × (0, T ) → IRn and
U : Ω× (0, T ) → IIMn×n (see, e.g., Zeidler [28]). (NS1) states standard growth
and coercivity conditions: They are used in the construction of approximate
solutions by a Galerkin method and when we pass to the limit. The strict
monotonicity condition (c) in (NS2) ensures existence of weak solutions by
standard methods. However, the main point is that we do not require strict
monotonicity or monotonicity in the variables (u, F ) in (a) or (b) as it is usually
assumed in previous work.

We fix the following function spaces:

V := {ϕ ∈ C∞0 (Ω; IRn) : divϕ = 0}.

Then, V denotes the closure of V in the space W 1,p(Ω; IRn). A classical result
of de Rham shows, that this space is

V = {ϕ ∈ W 1,p
0 (Ω; IRn) : divϕ = 0}

(here we use, that Ω has a Lipschitz boundary, see Galdi [8, Chapter III]). In
addition, we will have to work with W s,2(Ω; IRn), where s > 1 + n

2
. Then, we

denote by
Vs := the closure of V in the space W s,2(Ω)

and

Hq := the closure of V in the space Lq(Ω), and

H := H2.

Furthermore, let W denote the space defined by

W := {v ∈ Lp(0, T ;V ) : ∂tv ∈ Lp′(0, T ;V ′)},

where the integrals are to be understood in the sense of Bochner and the
derivative means here vectorial distributional derivative (see the beginning of
Section 4 and the end of Paragraph 4.3 for more information). We recall for
the moment only that W is continuously embedded in C0([0, T ];H) and we
always identify v ∈W with its representative in C0([0, T ];H).

The main result we will prove is the following:

Theorem 1 Assume that σ satisfies the conditions (NS0)–(NS2) for some
p ∈ [1 + 2n

n+2
,∞). Then for every f ∈ Lp′(0, T ; V ′) and every u0 ∈ H, the

Navier-Stokes system (1)–(4) has a weak solution (u, P ), with u ∈W , in the
following sense: For every v ∈ Lp(0, T ;V ) there holds∫ T

0

〈∂tu, v〉dt+
∫ T

0

∫
Ω

σ(x, t, u,Du) : Dv dx dt+

∫ T

0

∫
Ω

(u·∇)u·v dx dt =

∫ T

0

〈f, v〉dt.



Remarks:

(i) Let u ∈ W be a weak solution in the sense of Theorem 1. If we define
the distribution S ∈ (D ′(Ω× (0, T ))n by setting

S := ∂tu− div σ(x, t, u,Du) + (u · ∇)u− f,

then S satisfies 〈S, ϕ〉 = 0 for all ϕ ∈ V . Consequently, by a result of
de Rham, S = − gradP for a P ∈ D ′(Ω× (0, T )) (see Galdi [8, Lemma
III.1.1]). This shows that Theorem 1 ensure the existence of a classical
weak solution (u, P ) for problem (1)–(4).

(ii) The weak solution in Theorem 1 is more than a classical weak solution.
In fact, we have u ∈ C0([0, T ];H) and moreover the energy equality is
satisfied, i.e. for all s2 ∈ [0, T ] and all s1 ∈ [0, s2] we have:

1

2
‖u(·, s2)‖2

H+

∫ s2

s1

∫
Ω

σ(x, t, u,Du) : Dudx dt =
1

2
‖u(·, s1)‖2

H+

∫ s2

s1

〈f, u〉dt.

1.3 Organization of the paper

In Section 2 we indicate the choice of the Galerkin basis. In Section 3 we
introduce and solve the Galerkin equations: we obtain a sequence um of ap-
proximating solutions for problem (1)–(4). In Section 4 we establish various
properties of convergence for the sequence um. In particular we prove that
um converges weakly to some u in Lp(0, T ;V ). It is then easy to see that
− div σ(x, t, um, Dum) converges weakly to some χ in Lp′(0, T ;V ′) but the prin-
cipal difficulty will be to show that χ = − div σ(x, t, u,Du). In Section 5 we
make a step in this direction by studying the Young measure associated to the
sequence (um, Dum), and in Section 6 we prove a div-curl inequality which is
the key ingredient for Section 7. In Section 7 we pass to the limit m→∞ in
the Galerkin equations and prove Theorem 1.

2 Choice of the Galerkin base

Let s > 1 + n
2

such that for v ∈ W s,2(Ω) we have Dv ∈ W s−1,2(Ω) ⊂ L∞(Ω).
In particular, we have

Vs ⊂ V ⊂ H ∼= H ′ ⊂ V ′ ⊂ V ′s

(whereH is identified withH ′ by the canonical isomorphism of Hilbert spaces).
For ζ ∈ H we consider the linear bounded map

ϕ : Vs → IR, v 7→ (ζ, v)H



where (·, ·)H denotes the inner product of H. By the Riesz Representation
Theorem there exists a unique Kζ ∈ Vs such that

ϕ(v) = (ζ, v)H = (Kζ, v)Vs for all v ∈ Vs.

The map H → H, ζ 7→ Kζ, is linear, continuous, injective and (due to the
compact embedding Vs ⊂ H) compact. Moreover, since

(ζ,Kζ)H = (Kζ,Kζ)Vs > 0

the operator K is strictly positive. Hence, there exists an L2-orthonormal base
W := {w1, w2, . . .} of eigenvectors of K and strictly positive real eigenvalues
λi with Kwi = λiwi. This means, in particular, that wi ∈ Vs for all i and that
for all v ∈ Vs

λi(wi, v)Vs = (Kwi, v)Vs = (wi, v)H . (5)

Notice that therefore the functions wi are orthogonal also with respect to the
inner product of Vs: In fact, for i 6= j, we get by choosing v = wj in (5)

0 =
1

λi

(wi, wj)H = (wi, wj)Vs .

(In the finite dimensional eigenspaces, a well known theorem of linear algebra
guarantees, that the vectors can be chosen orthogonal simultaneously with
respect to both inner products.) Notice also that, by choosing v = wi in (5),

1 = ‖wi‖2
L2 = (wi, wi)H = λi(wi, wi)Vs = λi‖wi‖2

W s,2 .

Thus, W̃ := {w̃1, w̃2, . . .}, with w̃i :=
√
λiwi, is an orthonormal set for

W s,2
0 (Ω). Actually, W̃ is a basis for Vs. To see this, observe that for arbi-

trary v ∈ Vs, the Fourier series

sn(v) :=
n∑

i=1

(w̃i, v)W s,2w̃i → ṽ in Vs

converges to some ṽ. On the other hand, we have

sn(v) =
n∑

i=1

(wi, v)L2wi → v in H

and by the uniqueness of the limit, ṽ = v.
We will need below the L2-orthogonal projector Pm : H → H onto span(w1,

w2, . . . , wm), m ∈ IIN. Of course, the operator norm ‖Pm‖L (H,H) = 1. But
notice that also ‖Pm‖L (Vs,Vs) = 1 since for u ∈ Vs

Pmu =
m∑

i=1

(wi, u)Hwi =
m∑

i=1

(w̃i, u)Vsw̃i. (6)



3 Galerkin approximation

We make the following ansatz for approximating solutions of (1)–(4):

um(x, t) =
m∑

i=1

cmi(t)wi(x),

where cmi : [0, T ) → IR are supposed to be continuous bounded functions.
Each um satisfies the side condition (2) and the boundary condition (3) by
construction in the sense that um ∈ C0(0, T ;Vs). We take care of the initial
condition (4) by choosing the initial coefficients cmi := cmi(0) = (u0, wi)L2 such
that

um(·, 0) =
m∑

i=1

cmiwi(·) → u0 in L2(Ω) as m→∞. (7)

We will see later on, in which sense the solution respects the initial values.
We try to determine the coefficients cmi(t) in such a way, that for every

m ∈ IIN the system of ordinary differential equations

(∂tum, wj)H +

∫
Ω

σ(x, t, um, Dum) : Dwjdx+ b(um, um, wj) = 〈f(t), wj〉 (8)

(with j ∈ {1, 2, . . . ,m}) is satisfied in the sense of distributions. In (8), 〈·, ·〉
denotes the dual pairing of V ′ and V . Moreover, we used the shorthand nota-
tion

b(u, v, w) :=

∫
Ω

((u · ∇)v) · w dx.

3.1 Local solutions for the Galerkin equations

We fix m ∈ IIN for the moment. Let 0 < ε < T and J = [0, ε]. Moreover
we choose r > 0 large enough, such that the ball Br(0) ⊂ IRm contains the
vector (cm1(0), . . . , cmm(0)), and we set K = Br(0). Observe that by (NS0),
the function

F : J ×K → IRm

(t, c1, . . . , cm) 7→
(
〈f(t), wj〉 − b(

m∑
i=1

ciwi,
m∑

i=1

ciwi, wj)

−
∫

Ω

σ(x, t,
m∑

i=1

ciwi,

m∑
i=1

ciDwi) : Dwjdx
)

j=1,...,m

is a Carathéodory function. The three terms in the definition of F can easily
be estimated on J ×K: For the first term, we have

|〈f(t), wj〉| 6 ‖f(t)‖V ′‖wj‖V



In the second term, we use the fact, that Dwj ∈ W s−1,2(Ω) ⊂ L∞(Ω): Hence,
the term |b(

∑m
i=1 ciwi,

∑m
i=1 ciwi, wj)| is bounded by a constant which depends

on m and r, but not on t. For the third term, we have by the same reasoning
as before and by the growth condition in (NS1)

|
∫

Ω

σ(x, t,
m∑

i=1

ciwi,

m∑
i=1

ciDwi) : Dwjdx| 6 C

∫
Ω

λ1(x, t)dx+ C

where C depends on m and r but not on t. Using these estimates, we conclude
that for all j = 1, . . . ,m we have

|Fj(t, c1, . . . , cm)| 6 C(r,m)M(t) (9)

uniformly on J ×K, where C(r,m) is a constant which depends on r and m,
and whereM(t) ∈ L1(J) does not depend on r andm. Thus, the Carathéodory
existence result on ordinary differential equations (see, e.g., Kamke [15]) ap-
plied to the system

c′j(t) = Fj(t, c1(t), . . . , cm(t)) (10)

cj(0) = cmj (11)

(for j ∈ {1, . . . ,m}) ensures existence of a distributional, continuous solution
cj (depending on m) of (10)–(11) on a time interval [0, ε′), where ε′ > 0, a
priori, may depend on m. Moreover, the corresponding integral equation

cj(t) = cmj +

∫ t

0

Fj(τ, c1(τ), . . . , cm(τ))dτ (12)

holds on [0, ε′). Then, um :=
∑m

j=1 cj(t)wj is the desired (short time) solution
of (8) with initial condition (7). We recall that Carathéodory’s theorem assures
that the solutions cj(t) are absolutely continuous.

3.2 Global solutions for the Galerkin equations

Now, we want to show, that the local solution constructed above can be ex-
tended to the whole interval [0, T ) independent of m. As a word of warning
we should mention, that the solution need not be unique.

The first thing we want to establish is a uniform bound on the coefficients
cj(t): Since (8) is linear in wj, it is allowed to use um as a test function in
equation (8) in place of wj. Observe first, that we have the identity

b(um, um, um) =
1

2

∫
Ω

ui
m

∂

∂xi

|um|2dx = −1

2

∫
Ω

div um|um|2dx = 0



since um(·, t) ∈ Vs for all t in the existence interval (recall that all ci are
continuous functions). Therefore we get from (8) for an arbitrary time τ in
the existence interval∫ τ

0

(∂tum, um)Hdt︸ ︷︷ ︸
=:I

+

∫ τ

0

∫
Ω

σ(x, t, um, Dum) : Dumdxdt︸ ︷︷ ︸
=:II

=

∫ τ

0

〈f(t), um〉︸ ︷︷ ︸
=:III

.

For the first term we have

I = 1
2
‖um(·, τ)‖2

L2(Ω) − 1
2
‖um(·, 0)‖2

L2(Ω).

Using the coercivity in (NS1) for the second term, we obtain

II > −‖λ2‖L1(Ω×(0,T )) − ‖λ3‖L(p/α)′ (Ω×(0,T ))‖um‖α
Lp(Ω×(0,τ))+

+ c2‖um‖p
Lp(0,τ ;V ).

For the third term, we finally get

III 6 ‖f‖Lp′ (0,T ;V ′)‖um‖Lp(0,τ ;V ).

The combination of these three estimates gives (e.g. by using Young’s inequal-
ity)

|(cmi(τ))i=1,...,m|2IRm = ‖um(·, τ)‖2
L2(Ω) 6 C̄

for a constant C̄ which is independent of τ (and of m).
Now, let

Λ := {t ∈ [0, T ) : There exists a solution of (10)–(11) on [0, t)

in the sense specified above}.

Λ is non-empty since we proved local existence above.
Moreover Λ is an open set: To see this, let t ∈ Λ and 0 < τ1 < τ2 6 t.

Then, by (12) and (9), we have

|cmj(τ1)− cmj(τ2)| 6
∫ τ2

τ1

|Fj(τ, cm1(τ), . . . , cmm(τ))|dτ

6 C(C̄,m)

∫ τ2

τ1

|M(t)|dτ.

Since M ∈ L1(0, T ), this implies that τ 7→ cmj(τ) is uniformly continuous.
Thus, we can restart to solve (8) at time t with initial data limτ↗t um(τ) and
hence get a solution of (10)–(11) on [0, t+ ε) for some ε = ε(t) > 0.



Finally, we prove that Λ is also closed. To see this, we consider a sequence
τi ↗ t, τi ∈ Λ. Let cmj,i denote the solution of (10)–(11) we constructed on
[0, τi] and define

c̃mj,i(τ) :=

{
cmj,i(τ) if τ ∈ [0, τi]

cmj,i(τi) if τ ∈ (τi, t).

The sequence {c̃mj,i}i is bounded and equicontinuous on [0, t), as seen above.
Hence, by the Arzela-Ascoli Theorem, a subsequence (again denoted by c̃mj,i(τ))
converges uniformly in τ on [0, t) to a continuous function cmj(τ) as i → ∞.
Using the Lebesgue convergence theorem in (12) it is now easy to see that
cmj(τ) solves (10) on [0, t). Hence t ∈ Λ and thus Λ is indeed closed. And as
claimed, it follows that Λ = [0, T ).

Consequently, the function um(x, t) =
∑m

j=1 cmj(t)wj(x) satisfies equa-
tion (8) in the sense of D ′(]0, T [). Moreover there exists a constant C ≥ 0,
independent of m, such that

‖um‖C0([0,T ];L2(Ω)) ≤ C. (13)

4 Compactness of the Galerkin approximation

In this section we establish various properties of convergence when m→∞ for
the sequence {um}. Paragraph 4.1 is devoted to basic convergence properties.
In particular we prove that by extracting a suitable subsequence which is again
denoted by um, we may assume that um ⇀ u in Lp(0, T ;V ). In the Paragraphs
4.2 and 4.3, we prove additional convergence results for {um} and a regularity
result for u. This is achieved by studying the distributions associated to um

and to u. The section ends with Paragraph 4.4 where we study the convergence
of {um(x, t)} for fixed t ∈ [0, T ].

First we recall some facts about the vectorial distributions (see Dautray
and Lions [4, p. 565–577] or Zeidler [27, p. 406–423] for a more complete
introduction) and we introduce some notations.

Let X be a Banach space. The space of the vectorial distributions on (0, T )
toX is denoted byD ′(0, T ;X) and defined byD ′(0, T ;X) := L (D (0, T );X).
For the functions defined on (0, T ) and taking values in X, we only consider
in this paper the notion of integrability due to Bochner, and we denote by
L1(0, T ;X), Lp(0, T ;X) the corresponding spaces of integrable or p-integrable
functions. A fundamental result is that the space L1(0, T ;X) is continuously
embedded in D ′(0, T ;X). The embedding is realized by the mapping which

for f ∈ L1(0, T ;X) associates Tf ∈ D ′(0, T ;X), where Tf (ϕ) =
∫ T

0
f(t)ϕ(t)dt.

This allows to identify Tf and f for f ∈ L1(0, T ;X).
Every S ∈ D ′(0, T ;X) is differentiable in the sense of distributions, which

means that the mappingD (0, T ) 3 ϕ 7→ −S(ϕ′) ∈ X belongs toD ′(0, T ;X),
and we denote it ∂tS. Let f ∈ C1(0, T ;X), it is easy to show that ∂tTf = T∂tf ,



where ∂tf means here the classical derivative of f . Let now f ∈ L1(0, T ;X)
be such that there exists g ∈ L1(0, T ;X) with the property that ∂tTf = Tg.
According to the fact just mentioned for classically differentiable f , we will
conserve the notation ∂tf for g.

4.1 Basic convergence properties

By testing equation (8) by um in place of wj we obtain, as above in Section 3,
that the sequence {um}m is bounded in

L∞(0, T ;H) ∩ Lp(0, T ;V ).

Therefore, by extracting a suitable subsequence which is again denoted by um,
we may assume

um
∗
⇀ u in L∞(0, T ;H) (14)

um ⇀ u in Lp(0, T ;V ) (15)

The function u ∈ L∞(0, T ;H)∩Lp(0, T ;V ) is a candidate to be a weak solution
for the problem (1)–(4). The idea is to pass to the limitm→∞ in equation (8),
but to do this, several additional properties of convergence for {um} must be
established. At this point, by using (15) together with the growth property for
σ in (NS1) we can extract a suitable subsequence of {− div σ(x, t, um, Dum)}
such that

− div σ(x, t, um, Dum) ⇀ χ in Lp′(0, T ;V ′), (16)

where χ ∈ Lp′(0, T ;V ′).
The principal difficulty will be to show that χ = − div σ(x, t, u,Du).

4.2 Convergence in measure

Here we shall use the Galerkin equations to get additional information on the
sequence {∂tum}. The idea is then to use Aubin’s Lemma in order to prove
compactness of the sequence {um} in an appropriate space. Technically this is
achieved by the following Lemma which is slightly more flexible than e.g. the
version in Lions [18, Chap. 1, Sect. 5.2] or in Simon [22].

Lemma 2 Let B,B0 and B1 be Banach spaces, B0 and B1 reflexive. Let
i : B0 → B be a compact linear map and j : B → B1 an injective bounded
linear operator. For T finite and 1 < pi <∞, i = 0, 1,

W := {v | v ∈ Lp0(0, T ;B0), ∂t(j ◦ i ◦ v) ∈ Lp1(0, T ;B1)}

is a Banach space under the norm ‖v‖Lp0 (0,T ;B0)+‖∂t(j◦i◦v)‖Lp1 (0,T ;B1). Then,
if V ⊂ W is bounded, the set {i ◦ v | v ∈ V } is precompact in Lp0(0, T ;B).



A proof of Lemma 2 can be found in Hungerbühler [14].
Now, we apply Lemma 2 to the following case: B0 := V , B := Hq (for some

q with 2 < q < p∗ := np
n−p

if p < n and 2 < p < ∞ if p > n) and B1 := V ′s .

Since we assumed that p ≥ 1 + 2n
n+2

, we have the following chain of continuous
injections:

B0
i
↪→ B

i0
↪→ H

γ∼= H ′ i1
↪→ B1. (17)

Here, H ∼= H ′ is the canonical isomorphism γ of the Hilbert space H and its
dual. For i : B0 → B we take simply the injection mapping, and for j : B → B1

we take the concatenation of injections and the canonical isomorphism given
by (17), i.e. j := i1 ◦ γ ◦ i0. This means, that for any u ∈ B0, the element
j ◦ i ◦ u ∈ B1 is defined by the relation

〈j ◦ i ◦ u, v〉 =

∫
Ω

uv dx ∀v ∈ Vs.

Then, as stated at the beginning of this section, {um}m is a bounded se-
quence in Lp(0, T ;B0). Observe that we have {um}m ⊂ AC(0, T ;Vs) which
gives

∂t(j ◦ i ◦ um) = j ◦ i ◦ ∂tum, (18)

and consequently

〈∂t(j ◦ i ◦ um), v〉 =

∫
Ω

∂tum(x, t)v(x)dx ∀v ∈ Vs, a.e. t ∈ (0, T ). (19)

On the other hand, by using (19) together with (8), and the fact that the
projection operators Pm defined in (6) are selfadjoint with respect to the L2

inner product, we obtain

〈∂t(j ◦ i ◦ um), v〉 =

∫
Ω

∂tum(x, t)Pmv(x)dx = −
∫

Ω

σ(x, t, um, Dum):D(Pmv)dx−

− b(um, um, Pmv) + 〈f(t), Pmv〉 ∀v ∈ Vs, a.e. t ∈ (0, T ). (20)

Now, having established (20), we claim that indeed {∂tj ◦ i ◦ um}m is a
bounded sequence in Lp′(0, T ;V ′s ). Namely, we have for the first term, by the
growth condition in (NS1), that for v ∈ Vs

| −
∫

Ω

σ(x, t, um, Dum) : DPmvdx| 6

6 C(‖λ1(·, t)‖Lp′ (Ω) + ‖um(·, t)‖p−1
V )‖Pmv‖V (21)



For the second term we have

|b(um, um, Pmv)| = |
∫

Ω

ui
m

∂

∂xi

um · Pmvdx|

= |
∫

Ω

− ∂

∂xi

ui
m︸ ︷︷ ︸

=0

um · Pmv − ui
mum ·

∂

∂xi

Pmvdx| (22)

6 ‖um‖2
L2(Ω)︸ ︷︷ ︸
6 C for all t ∈ (0, T ) and all m

‖DPmv‖L∞(Ω) (23)

The third term contributes again

|〈f, Pmv〉| 6 ‖f(t)‖V ′‖Pmv‖V . (24)

Now, since Vs ⊂ V we may replace ‖Pmv‖V in (21) and (24) by ‖Pmv‖Vs (up to
a constant factor). Because of the remark at the end of Section 2 we have even
‖Pmv‖Vs 6 ‖v‖Vs . In (23) we may use, that W s−1,2(Ω) ⊂ L∞(Ω). Therefore,
in (23), we can replace ‖DPmv‖L∞(Ω) by ‖v‖Vs (up to a constant factor).

Putting the estimates together, we obtain that

|〈∂t(j ◦ i ◦ um), v〉| 6 C(t)‖v‖Vs (25)

for a function C ∈ Lp′(0, T ). Therefore, we conclude indeed, that {∂tj◦i◦um}m

is a bounded sequence in Lp′(0, T ;V ′s ).
Hence, from Lemma 2, we may conclude that there exists a subsequence,

which we still denote by um, having the property that

um → u in Lp(0, T ;Lq(Ω)) for all q < p∗ and in measure on Ω× (0, T ).
(26)

Notice that in order to have the strong convergence simultaneously for all
q < p∗, the usual diagonal sequence procedure applies.

4.3 A regularity result for u

Let Tj◦i◦um , Tj◦i◦u ∈ D ′(0, T ;V ′s ) be the distributions associated to j ◦ i ◦ um,
and j ◦ i ◦ u, i.e.

〈Tj◦i◦um(ϕ), v〉 =

∫ T

0

〈j ◦ i ◦ um, v〉ϕ(t)dt, ∀ϕ ∈ D (0, T ), v ∈ Vs,

〈Tj◦i◦u(ϕ), v〉 =

∫ T

0

〈j ◦ i ◦ u, v〉ϕ(t)dt, ∀ϕ ∈ D (0, T ), v ∈ Vs.

By using the formula (19) we obtain

〈∂tTj◦i◦um(ϕ), v〉 = −
∫

Ω

∫ T

0

v(x)um(x, t)ϕ′(t)dt dx,



which, according to (15) permits to conclude that

lim
m→∞

〈∂tTj◦i◦um(ϕ), v〉 = 〈∂tTj◦i◦u(ϕ), v〉. (27)

On the other hand, according to (20) we have:

〈∂tTj◦i◦um(ϕ), v〉 =−
∫ T

0

∫
Ω

σ(x, t, um, Dum) : D(Pmv)dxϕ(t)dt+∫ T

0

〈f(t), Pmv〉ϕ(t)dt−
∫ T

0

b(um, um, Pmv)ϕ(t)dt. (28)

By using (16) we see that the first term in (28) converge to −
∫ T

0
〈χ(t), v〉ϕ(t)dt

when m → ∞. Clearly, the second term converges to
∫ T

0
〈f(t), v〉ϕ(t)dt, and

we claim that

lim
m→∞

∫ T

0

b(um, um, Pmv)ϕ(t)dt =

∫ T

0

b(u, u, v)ϕ(t)dt, ∀v ∈ Vs, ϕ ∈ D(0, T ).

(29)
This last result is easy to prove by using the formula (22) together with
the property (14) and the fact that Pmv → v in Vs. It follows that, when

m → ∞, the term on the right in (28) tends to
∫ T

0
〈f(t) − χ(t), v〉ϕ(t)dt −∫ T

0
b(u, u, v)ϕ(t)dt, and thus by (27) we obtain

〈∂tTj◦i◦u(ϕ), v〉 =

∫ T

0

〈f(t)− χ(t), v〉ϕ(t)dt−
∫ T

0

b(u, u, v)ϕ(t)dt (30)

Let us now introduce the function g : (0, T ) → V ′s defined by

〈g(t), v〉 = 〈f − χ, v〉 − b(u, u, v), ∀v ∈ Vs, a.e. t ∈ (0, T ). (31)

We shall prove that g ∈ Lp′(0, T ;V ′) which will imply that ∂tTj◦i◦u = Tg and
thus, with our convention for notation: ∂tj ◦ i◦u = g ∈ Lp′(0, T ;V ′). We begin
by introducing the function B : (0, T ) → V ′s by setting

〈B (t), v〉 = b(u, u, v) =

∫
Ω

ui∂iu · vdx. (32)

Since χ, f ∈ Lp′(0, T ;V ′) it remains to prove that we also haveB ∈ Lp′(0, T ;V ′).
The tool needed here is the following classical interpolation lemma.

Lemma 3 Let 1 ≤ r1, r2, s1, s2 ≤ ∞. For any θ ∈ ]0, 1[ and any ρ and α
verifying

1

ρ
=

1− θ

r1
+
θ

r2
,

1

α
=

1− θ

s1

+
θ

s2

,



we have the following continuous injection:

Lr1(0, T ;Ls1(Ω)) ∩ Lr2(0, T ;Ls2(Ω)) ↪→ Lρ(0, T ;Lα(Ω)).

Moreover for all ϕ ∈ Lr1(0, T ;Ls1(Ω)) ∩ Lr2(0, T ;Ls2(Ω)) there holds

‖ϕ‖Lρ(0,T ;Lα(Ω)) ≤ ‖ϕ‖1−θ
Lr1 (0,T ;Ls1 (Ω))‖ϕ‖

θ
Lr2 (0,T ;Ls2 (Ω)).

Let p∗ = np
n−p

, the functions ui in (32) are in the space Lp(0, T ;Lp∗(Ω)) ∩
L∞(0, T ;L2(Ω)). By applying Lemma 3 with r1 = p, r2 = ∞, s1 = p∗, s2 =
2 and θ = 3 − p we obtain ui ∈ Lρ(0, T ;Lα(Ω)), with ρ = p

p−2
and α =

2np
5np−4n+4p−np2−2p2 . Notice that we have assumed p < 3. In fact the case p ≥ 3
is easier and we leave it to the reader.

Let v ∈ Lp∗(Ω), an easy application of the Hölder inequality gives

‖uiv‖Lp′ (Ω) ≤ ‖v‖Lp∗ (Ω)‖ui‖Lβ(Ω) a.e. t ∈ (0, T ),

where β = np
np−2n+p

.

Recall now that we have assumed p ≥ 1+ 2n
n+2

which implies β ≤ α. Thus we
can replace β with α in the previous inequality. By using the Hölder inequality
we obtain

b(u, u, v) ≤ C‖v‖Lp∗ (Ω)‖u‖Lα(Ω)‖u‖V a.e. t ∈ (0, T ).

Consequently

‖b(u, u, .)‖V ′ ≤ C‖u‖Lα(Ω)‖u‖V a.e. t ∈ (0, T ).

By using again the Hölder inequality we obtain(∫ T

0

‖b(u, u, .)‖p′

V ′dt

)1/p′

≤ C‖u‖Lp(0,T ;V )‖u‖Lp/(p−2)(0,T ;Lα(Ω)).

Finally because we have chosen ρ = p/(p− 2) the property B ∈ Lp′(0, T ;V ′)
is proved. Moreover we have obtained the estimation

‖B ‖Lp′ (0,T ;V ′) ≤ C‖u‖p−1
Lp(0,T ;V )‖u‖L∞(0,T ;L2(Ω)).

It follows that ∂t(j ◦ i ◦ u) is an element of the space Lp′(0, T ;V ′).
Let W denote the space defined by

W := {v ∈ Lp(0, T ;V ) : ∂t(j ◦ i ◦ v) ∈ Lp′(0, T ;V ′)}.

We recall that W is continuously embedded in C0([0, T ];H) (see, e.g., Zei-
dler [27, p. 422] or for a particular case Dautray and Lions [4, p. 570]). In the



following we always identify v ∈ W with its representative in C0([0, T ];H).
For all u, v ∈ W we have the generalized integration by parts formula: For
all t1, t2 ∈ [0, T ], t1 6 t2, there holds∫ t2

t1

〈∂tj ◦ i ◦ u, v〉+ 〈∂tj ◦ i ◦ v, u〉dt =

=

∫
Ω

u(t2, x)v(t2, x)dx−
∫

Ω

u(t1, x)v(t1, x)dx. (33)

4.4 The limiting time values for u

We remark first that by the boundedness of the sequence ∂t(j ◦ i ◦ um) in
Lp′(0, T ;V ′s ) we may extract a subsequence (not relabeled) such that

∂t(j ◦ i ◦ um) ⇀ ∂t(j ◦ i ◦ u) in Lp′(0, T ;V ′s ). (34)

Now let ϕ ∈ C∞[0, T ] and w ∈ Vs. The function v = wϕ is clearly an
element of W and thus by (33) we get:∫ T

0

〈∂tj ◦ i ◦ u,w〉ϕ(t)dt = −
∫ T

0

〈j ◦ i ◦ u,w〉ϕ′(t)dt

+

∫
Ω

(u(x, T )ϕ(T )− u(x, 0)ϕ(0))w(x)dx. (35)

We also have, for any m ∈ N∫ T

0

〈∂tj ◦ i ◦ um, w〉ϕ(t)dt = −
∫ T

0

〈j ◦ i ◦ um, w〉ϕ′(t)dt

+

∫
Ω

(um(x, T )ϕ(T )− um(x, 0)ϕ(0))w(x)dx. (36)

It follows by using (34) together with (35) and (36) that:

lim
m→∞

∫
Ω

(um(x, T )ϕ(T )− um(x, 0)ϕ(0))w(x)dx =∫
Ω

(u(x, T )ϕ(T )− u(x, 0)ϕ(0))w(x)dx. (37)

At this point we choose ϕ such that ϕ(T ) = 0. We recall that by construc-
tion of the sequence {um} we have um(x, 0) → u0(x) in H (see (7)) and thus
by using (37) we obtain:

um(x, 0) → u0(x) = u(x, 0) in H. (38)

Recall also that the sequence {um} verifies (13). Hence, we can extract a
subsequence with the property that um(·, T ) ⇀ ψ in H, for some ψ ∈ H. By



choosing now ϕ such that ϕ(0) = 0, we get from (37) ψ = u(·, T ). Consequently
we may assume that

um(·, T ) ⇀ u(·, T ), in H. (39)

In fact the property (39) can be extended to all t ∈ [0, T ], as expressed in
the following lemma:

Lemma 4 There exists a subsequence of {um} (still denoted by um) with
the property that for every t ∈ [0, T ]

um(·, t) ⇀ u(·, t), in H. (40)

By (26) the convergence in (40) is actually strong for almost all t ∈ [0, T ].

We prove the lemma in two steps.
In a first step we remark that the same arguments used to establish the

property (39) permit, for arbitrary fixed t in Q∩[0, T ], to extract a subsequence
verifying

um(·, t) ⇀ u(·, t), in H.

The set Q ∩ [0, T ] is countable, and thus we may use a diagonal procedure in
order to extract a subsequence verifying

um(·, t) ⇀ u(·, t), in H, ∀t ∈ Q ∩ [0, T ]. (41)

In a second step we use the facts that Q ∩ [0, T ] is dense in [0, T ], that the
sequence {um} has the properties (14) and (25), and that u ∈ C0([0, T ];H) to
conclude that (41) implies (40) for the same subsequence.

To see this, we fix t ∈ [0, T ] and for arbitrary v ∈ H we set

Jm :=

∫
Ω

(um(x, t)− u(x, t)) v(x)dx. (42)

Since, by 13, the sequence {um} is bounded in H, and since Vs is dense in H,
it suffices to show Jm → 0 for v ∈ Vs. Let ε > 0. By using the density of
Q ∩ [0, T ] in [0, T ], we can choose tε ∈ Q ∩ [0, T ] such that∣∣∫ tε

t

C(s)ds
∣∣ ≤ ε

3‖v‖Vs

, (43)

‖u(tε)− u(t)‖L2(Ω) ≤
ε

3‖v‖L2(Ω)

, (44)

where the function C ∈ Lp′(0, T ) appearing in (43) was defined in (25). Then
we have

Jm =

∫
Ω

(um(x, tε)− u(x, tε))v(x)dx+

∫
Ω

(u(x, tε)− u(x, t))v(x)dx

+

∫
Ω

(um(x, t)− um(x, tε)v(x))dx (45)

=:Im + +II + IIIm.



By using (41) we see that Im tends to zero as m → ∞, which allows to
determine mε ∈ N such that |Im| is bounded by ε

3
whenever m ≥ mε. By

using (44) we obtain that |II| is bounded by ε
3
. We then rewrite IIIm in the

following way:

IIIm = −
∫

Ω

∫ tε

t

∂tum(x, s)v(x)dt dx = −
∫ tε

t

〈∂tj ◦ i ◦ um, v〉dt.

Thus by using (25) together with (43) we see that |IIIm| is also bounded by ε
3
.

Consequently, we have |Jm| ≤ ε whenever m ≥ mε. This is true for arbitrary
ε and thus Jm tends to zero as m→∞. 2

5 The Young measure generated by the Galerkin approximation

The sequence (or at least a subsequence) of the gradients Dum generates a
Young measure ν(x,t), and since um converges in measure to u on Ω × (0, T ),
the sequence (um, Dum) generates the Young measure δu(x,t) ⊗ ν(x,t) (see, e.g.,
Hungerbühler [13]). Now, we collect some facts about the Young measure ν in
the following proposition:

Proposition 5 The Young measure ν(x,t) generated by the sequence {Dum}m

has the following properties:

(i) ν(x,t) is a probability measure on IIMn×n for almost all (x, t) ∈ Ω× (0, T ).

(ii) ν(x,t) satisfies Du(x, t) = 〈ν(x,t), id〉 for almost every (x, t) ∈ Ω× (0, T ).

(iii) ν(x,t) has finite p-th moment for almost all (x, t) ∈ Ω× (0, T ).

Proof. (i) The first observation is simple: To see that ν(x,t) is a probability
measure on IIMn×n for almost all (x, t) ∈ Ω× (0, T ) it suffices to recall the fact
that Dum is (in particular) a bounded sequence in L1(0, T ;L1(Ω)) and to use
the fundamental theorem in Ball [1].

(ii) As we have stated at the beginning of Section 4, {Dum}m is bounded
in Lp(0, T ; Lp(Ω)) and we may assume that

Dum ⇀ Du in Lp(0, T ;Lp(Ω)).

On the other hand it follows that the sequence {Dum}m is equiintegrable
on Ω × (0, T ) and hence, by the Dunford-Pettis Theorem (see, e.g., Dun-
ford and Schwartz [6]), the sequence is sequentially weakly precompact in
L1(0, T ;L1(Ω)) which implies that

Dum ⇀ 〈ν(x,t), id〉 in L1(0, T ;L1(Ω)).

Hence, we have Du(x, t) = 〈ν(x,t), id〉 for almost every (x, t) ∈ Ω× (0, T ).



(iii) The next thing we have to check is, that ν(x,t) has finite p-th moment
for almost all (x, t) ∈ Ω × (0, T ). To see this, we choose a cut-off function
η ∈ C∞0 (B2α(0); IRm) with η = id on Bα(0) for some α > 0. Then, the
sequence

D(η ◦ um) = (Dη)(um)Dum

generates a probability Young measure νη
(x,t) on Ω × (0, T ) with finite p-th

moment, i.e. ∫
IIMn×n

|λ|pdνη
(x,t)(λ) <∞

for almost all (x, t) ∈ Ω× (0, T ). Now, for ϕ ∈ C∞0 (IIMn×n) we have

ϕ(D(η ◦ um)) ⇀ 〈νη
(x,t), ϕ〉 =

∫
IIMn×n

ϕ(λ)dνη
(x,t)(λ)

weakly in L1(0, T ;L1(Ω)). Rewriting the left hand side, we have also (see, e.g.,
Hungerbühler [13])

ϕ((Dη)(um)Dum) ⇀

∫
IIMn×n

ϕ(Dη(u(x, t))λ)dν(x,t)(λ).

Hence,
νη

(x,t) = ν(x,t) if |u(x, t)| < α.

Since α was arbitrary, it follows that indeed ν(x,t) has finite p-th moment for
almost all (x, t) ∈ Ω× (0, T ). 2

6 A Navier-Stokes div-curl inequality

In this section, we prove a Navier-Stokes version of a “div-curl Lemma” (see
also Dolzmann, Hungerbühler and Müller [5, Lemma 11]), which will be the
key ingredient to obtain χ = − div σ(x, t, u,Du) and consequently to prove
that u is a weak solution of (1)–(4).

6.1 The energy equality

A first property for χ is the following:∫ s2

s1

〈χ, u〉dt+ 1

2
‖u(·, s2)‖2

H =

∫ s2

s1

〈f, u〉dt+ 1

2
‖u(·, s1)‖2

H , ∀ 0 ≤ s1 ≤ s2 ≤ T.

(46)
This should be obtained easily by using the results presented in the paragraph
4.4. In fact, by using the formula (33) we get∫ s2

s1

〈∂tj ◦ i ◦ u, u〉dt =
1

2
‖u(·, s2)‖2

H −
1

2
‖u(·, s1)‖2

H .



On the other hand by (31) we get:

〈∂tj ◦ i ◦ u, u〉 = 〈f − χ, u〉 − b(u, u, u)︸ ︷︷ ︸
=0

,

and thus we have obtain (46).
We will prove later that χ = − div σ(x, t, u,Du) which will imply that u

is a weak solution for problem (1)–(4). Consequently the formula (46) will be
interpreted as the energy equality for u.

6.2 The div-curl inequality

Let us consider s ∈ [0, T ], and the sequence

Im :=
(
σ(x, t, um, Dum)− σ(x, t, u,Du)

)
:
(
Dum −Du

)
.

We want to prove that its negative part I−m is equiintegrable on Ω× (0, s). To
do this, we write I−m in the form

Im = σ(x, t, um, Dum) : Dum − σ(x, t, um, Dum) : Du

−σ(x, t, u,Du) : Dum + σ(x, t, u,Du) : Du =: IIm + IIIm + IVm + V.

Clearly V is equiintegrable and the sequence II−m is easily seen to be equiinte-
grable by the coercivity condition in (NS1). Then, to see equiintegrability of
the sequence IIIm, we take a measurable subset S ⊂ Ω× (0, s) and write∫

S

|σ(x, t, um, Dum) : Du|dxdt 6

6
(∫

S

|σ(x, t, um, Dum)|p′dxdt
)1/p′(∫

S

|Du|pdxdt
)1/p

6 C
(∫

S

(|λ1(x, t)
p′ + |um|p + |Dum|p)dxdt

)1/p′(∫
S

|Du|pdxdt
)1/p

,

where we used the growth condition in (NS1) to obtain the last inequality. The
first integral is uniformly bounded in m (see Section 4). The second integral
is arbitrarily small if the measure of S is chosen small enough. A similar
argument gives the equiintegrability of the sequence IVm.

Having established the equiintegrability of I−m, it follows by the Fatou-type
Lemma [5, Lemma 6], and from the fact that, byDum ⇀ Du in Lp(0, T ;Lp(Ω)),

lim
m→∞

∫ s

0

∫
Ω

σ(x, t, u,Du) : (Dum −Du)dxdt = 0, (47)

that

X := lim inf
m→∞

∫ s

0

∫
Ω

Imdxdt >

>
∫ s

0

∫
Ω

∫
IIMn×n

σ(x, t, u, λ) : (λ−Du)dν(x,t)(λ)dxdt. (48)



On the other hand, we will see next that X 6 0.
Remark first that

lim inf
m→∞

−
∫ s

0

dt

∫
Ω

σ(x, t, um, Dum) : Dudx = −
∫ s

0

〈χ, u〉dt

=
1

2
‖u(·, s)‖2

H −
1

2
‖u(·, 0)‖2

H −
∫ s

0

〈f, u〉dt, (49)

where the last expression was obtained by using (46). In a second step, we use
the Galerkin equations to obtain∫ s

0

dt

∫
Ω

σ(x, t, um, Dum) : Dumdx =∫ s

0

〈f, um〉dt−
∫ s

0

b(um, um, um)︸ ︷︷ ︸
=0

dt−
∫ s

0

dt

∫
Ω

um∂tumdx

=

∫ s

0

〈f, um〉dt−
1

2
‖um(·, s)‖2

H +
1

2
‖um(·, 0)‖2

H .

Now by taking the limit inf in the last expression and using (38) and (40), we
see that

lim inf
m→∞

∫ s

0

dt

∫
Ω

σ(x, t, um, Dum) : Dumdx

≤
∫ s

0

〈f, u〉dt− 1

2
‖u(·, s)‖2

H +
1

2
‖u(·, 0)‖2

H ,

which in combination with (49) gives X ≤ 0.
Finally we have proved that∫ s

0

∫
Ω

∫
IIMn×n

σ(x, t, u, λ) :
(
λ−Du

)
dν(x,t)(λ)dxdt 6 0,

and by using the Property (ii) in Proposition 5 we obtain the following lemma:

Lemma 6 (A div-curl inequality) The Young measure ν(x,t) generated
by the gradients Dum of the Galerkin approximations um has the property,
that for all s ∈ [0, T ]:∫ s

0

∫
Ω

∫
IIMn×n

(
σ(x, t, u, λ)− σ(x, t, u,Du)

)
:
(
λ−Du

)
dν(x,t)(λ)dxdt 6 0. (50)

Notice, that if we had slightly more control on the sequence σ(x, t, um, Dum)
than we actually have, the lemma would follow with equality from the classical
Div-Curl Lemma. Observe also, that we did not make use of the monotonicity
condition in the proof of the lemma.



7 Passage to the limit

Observe first that the integrand in (50) is nonnegative by monotonicity. Thus,
it follows from Lemma 6 that the integrand must vanish almost everywhere
with respect to the product measure dν(x,t)⊗ dx⊗ dt. Hence, we have that for
almost all (x, t) ∈ Ω× (0, T )

(σ(x, t, u, λ)− σ(x, t, u,Du)) : (λ−Du) = 0 on spt ν(x,t) (51)

and thus

spt ν(x,t) ⊂ {λ | (σ(x, t, u, λ)− σ(x, t, u,Du)) : (λ−Du) = 0}. (52)

We consider first the easiest case
Case (c): By strict monotonicity, it follows from (51) or (52) that ν(x,t) =

δDu(x,t) for almost all (x, t) ∈ Ω × (0, T ), and hence Dum → Du in measure
on Ω× (0, T ). Consequently we have Dum → Du a.e in Ω× (0, T ). Moreover
the sequence is bounded in Lp(Ω× (0, T )) which implies (by using the Hölder
inequality) that for any fixed α ∈ [1, p) the sequence is α-equiintegrable. By us-
ing next the Vitali convergence theorem (see for instance Schwartz [21, p. 284])
we have (up to extraction of a subsequence) Dum → Du ∈ Lα(Ω × (0, T )).
With the same arguments we also obtained that (up to extraction of a fur-
ther subsequence) σ(x, t, um, Dum) → σ(x, t, u,Du) in Lβ(Ω × (0, T )), for all
β ∈ [1, p′). Now, we take a test function w ∈ ∪i∈IIN span(w1, . . . , wi) and
ϕ ∈ C∞0 ([0, T ]) in (8) and integrate over the interval (0, T ) and pass to the
limit m→∞. The resulting equation is∫ T

0

∫
Ω

∂tu(x, t)ϕ(t)w(x)dxdt+

∫ T

0

∫
Ω

σ(x, t, u,Du) : Dw(x)ϕ(t)dxdt+

+

∫ T

0

b(u, u, wϕ)dxdt = 〈f, ϕw〉,

for arbitrary w ∈ ∪i∈IIN span(w1, . . . , wi) and ϕ ∈ C∞([0, T ]). By density of
the linear span of these functions in Lp(0, T ;V ), this proves, that u is in fact
a weak solution. Hence the Theorem follows in case (c).

Now, we proceed with the proof in the single cases (a) and (b) of (NS2).
Case (b): We start by showing that for almost all (x, t) ∈ Ω× (0, T ), the

support of ν(x,t) is contained in the set where W agrees with the supporting
hyper-plane L := {(λ,W (x, t, u,Du) + σ(x, t, u,Du) : (λ−Du))} in Du(x, t),
i.e. we want to show that

spt ν(x,t) ⊂ K(x,t) =

= {λ ∈ IIMn×n : W (x, t.u, λ) = W (x, t, u,Du) + σ(x, t, u,Du) : (λ−Du)}.



If λ ∈ spt ν(x,t) then by (52)

(1− τ)(σ(x, t, u,Du)− σ(x, t, u, λ)) : (Du− λ) = 0 for all τ ∈ [0, 1]. (53)

On the other hand, by monotonicity, we have for τ ∈ [0, 1] that

0 6 (1− τ)(σ(x, t, u,Du+ τ(λ−Du))− σ(x, t, u, λ)) : (Du− λ). (54)

Subtracting (53) from (54), we get

0 6 (1− τ)(σ(x, t, u,Du+ τ(λ−Du))− σ(x, t, u,Du)) : (Du− λ) (55)

for all τ ∈ [0, 1]. But by monotonicity, in (55) also the reverse inequality holds
and we may conclude, that

(σ(x, t, u,Du+ τ(λ−Du))− σ(x, t, u,Du)) : (λ−Du) = 0 (56)

for all τ ∈ [0, 1], whenever λ ∈ spt ν(x,t). Now, it follows from (56) that

W (x, t, u, λ) = W (x, t, u,Du) +

∫ 1

0

σ(x, t, u,Du+ τ(λ−Du)) : (λ−Du)dτ

= W (x, t, u,Du) + σ(x, t, u,Du) : (λ−Du)

as claimed.
By the convexity ofW we haveW (x, t, u, λ) > W (x, t, u,Du)+σ(x, t, u,Du) :

(λ − Du) for all λ ∈ IIMn×n and thus L is a supporting hyper-plane for all
λ ∈ K(x,t). Since the mapping λ 7→ W (x, t, u, λ) is by assumption continuously
differentiable we obtain

σ(x, t, u, λ) = σ(x, t, u,Du) for all λ ∈ K(x,t) ⊃ spt ν(x,t) (57)

and thus

σ̄ :=

∫
IIMn×n

σ(x, t, u, λ) dν(x,t)(λ) = σ(x, t, u,Du) . (58)

This shows, that σ(x, t, um, Dum) ⇀ σ(x, t, u,Du) in L1(Ω × (0, T )), which
suffices already to pass to the limit in the Galerkin equations. However, we
can even show strong convergence of the sequence σ(x, t, um, Dum):

Now consider the Carathéodory function

g(x, t, u, p) = |σ(x, t, u, p)− σ̄(x, t)| .

The sequence gm(x, t) = g(x, t, um(x, t), Dum(x, t)) is equiintegrable and thus

gm ⇀ ḡ weakly in L1(Ω× (0, T ))



and the weak limit ḡ is given by

ḡ(x, t) =

∫
IRn×IIMn×n

|σ(x, t, η, λ)− σ̄(x, t)| dδu(x,t)(η)⊗ dν(x,t)(λ)

=

∫
spt ν(x,t)

|σ(x, t, u(x, t), λ)− σ̄(x, t)| dν(x,t)(λ) = 0

by (57) and (58). Since gm > 0 it follows that

gm → 0 strongly in L1(Ω× (0, T )).

In fact by using that gm is bounded in Lp′(Ω× (0, T )) together with the Vitali
convergence theorem, we may conclude that σ(x, t, um, Dum) → σ(x, t, u,Du)
in Lβ(Ω× (0, T )) for all β ∈ [1, p′). This again suffices to pass to the limit in
the equation and the proof of the case (b) is finished.

Case (a): We claim that in this case for almost all (x, t) ∈ Ω× (0, T ) the
following identity holds for all µ ∈ IIMn×n on the support of ν(x,t):

σ(x, t, u, λ) : µ = σ(x, t, u,Du) : µ+ (∇σ(x, t, u,Du)µ) : (Du− λ), (59)

where ∇ is the derivative with respect to the third variable of σ. Indeed, by
the monotonicity of σ we have for all τ ∈ IR

(σ(x, t, u, λ)− σ(x, t, u,Du+ τµ)) : (λ−Du− τµ) > 0,

whence, by (51),

−σ(x, t, u, λ) : (τµ) >

> −σ(x, t, u,Du) : (λ−Du) + σ(x, t, u,Du+ τµ) : (λ−Du− τµ)

= τ
(
(∇σ(x, t, u,Du)µ) : (λ−Du)− σ(x, t, u,Du) : µ

)
+ o(τ).

The claim follows from this inequality since the sign of τ is arbitrary. Since
the sequence σ(x, t, um, Dum) is equiintegrable, its weak L1-limit σ̄ is given by

σ̄ =

∫
spt ν(x,t)

σ(x, t, u, λ)dν(x,t)(λ)

=

∫
spt ν(x,t)

σ(x, t, u,Du)dν(x,t)(λ) +

+(∇σ(x, t, u,Du))t

∫
spt ν(x,t)

(Du− λ)dν(x,t)(λ)

= σ(x, t, u,Du),

where we used (59) in this calculation. Moreover the weak convergence holds
in Lp′(Ω × (0, T )). This finishes the proof of the case (a) and hence of the
theorem.



Remarks:

(i) Notice, that in case (a) we have σ(x, t, um, Dum) ⇀ σ(x, t, u,Du), in
Lp′(Ω × (0, T )), in case (b) we have in addition σ(x, t, um, Dum) →
σ(x, t, u,Du) in Lβ(Ω × (0, T )), for all β ∈ [1, p′) and in case (c), we
even have Dum → Du in Lα(Ω× (0, T )) for all α ∈ [1, p).

(ii) In all cases we have χ = −div σ(x, t, u,Du) and thus the energy equality
in the remark after Theorem 1 is obtained by using (46).
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[2] H. Brézis, Opérateurs maximaux monotones et semi-groupes de con-
tractions dans les espaces de Hilbert, North-Holland Mathematics Stud-
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