Symmetry-based observers for some water-tank problems

Didier Auroux and Silvère Bonnabel

Abstract—In this paper we consider a tank containing fluid and we want to estimate the horizontal currents when the fluid surface height is measured. The fluid motion is described by shallow water equations in two horizontal dimensions. We build a simple non-linear observer which takes advantage of the symmetries of fluid dynamics laws. As a result its structure is based on convolutions with smooth isotropic kernels, and the observer is remarkably robust to noise. We prove the convergence of the observer around a steady-state. In numerical applications local exponential convergence is expected. The observer is also applied to the problem of predicting the ocean circulation. Realistic simulations illustrate the relevance of the approach compared with some standard oceanography techniques.
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I. INTRODUCTION

The following study is derived from a data assimilation problem in oceanography. The problem considered in this paper consists in estimating the state of a fluid in a water tank where the surface height is measured everywhere. In this paper we propose a symmetry-based non-linear infinite dimensional observer and we prove the convergence when the fluid motion is described by linearized wave equations under shallow water approximations.

Over the last years much attention has been devoted to the motion planning and feedback stabilization of a fluid under shallow water approximations, problem raised by [18], [37]. A related problem is the control of flows described by Saint-Venant equations in channels [15], [14], [13], [33], [17]. Fewer efforts have been put on the theory of observers for this kind of infinite dimensional systems. Nevertheless a natural extension of this theoretical observer problem consists in oceanographic applications, as we will see later, and extended Kalman filters-type observers are frequently used to tackle these related problems [23], [42], [20]. A different approach for observer design for flows in channels is to approximate the motion by non-linear ordinary differential equations at critical points along the channels [33], [9]. More generally, past efforts in the theory of observers for systems described by partial differential equations (PDEs) include infinite dimensional Luenberger observers for linear systems [29], [40]. Some other problems have also drawn attention recently [43], [16], [22], [21].

Kalman-type filters, or Luenberger observers, are usually in the standard form “copy of the system plus injection of the output estimation error (correction term)”. For this reason, they do not take into account the symmetries of the model. There has been recent work on observer design and symmetries for engineering problems when the model is finite dimensional and when there is a Lie group acting on the state space [3], [2], [32], [10], [11]. Symmetries provide a helpful guide to design non-linear correction terms. Indeed the only difference between the observer and model equations comes from the correction term. Linear systems are invariant by scaling, and so is the correction term in general (Luenberger observer, Kalman filter). But when the system is non-linear, there is no reason why the correction term should have a linear form (extended Kalman filter). When this term is bound to preserve symmetries, it has a non-linear structure based on the specific nonlinearities of the system, and the observer is called “invariant”, or “symmetry-preserving”. The result is that the estimations do not depend on arbitrary choices of units or coordinates, and the estimates share common physical properties with the true physical variables (in the examples given in [10], estimated chemical concentrations are automatically positive, estimated rotation matrices automatically belong to $SO(3)$). In some cases, the error system even presents very nice properties (autonomous error equation in [11], [28]).

Looking at [34], [12], [10], the design method of symmetry-preserving observers could be summed up this way: the non-linear form of the observer is given by the symmetries, and the gains are tuned assigning the poles of the error system around a trajectory or a steady-state. This is always possible as around any steady-state, invariant observers can be identified to Luenberger observers [10].

This paper is an extension to the infinite-dimensional case of the recent ideas on observer design and symmetries for systems described by ordinary differential equations (ODEs). The Saint-Venant equations considered in this paper are indeed invariant by rotation and translation ($SE(2)$-invariance). In the case of systems described by PDEs, the design of observers based on the symmetries of the physical system is new to the authors’ knowledge.

The first theoretical contribution of this paper is to derive a $SE(2)$-invariant observer for the problem. The correction terms do not depend on any non-trivial choice of coordinates. They correspond to a convolution product of the output error and a smooth isotropic kernel, a feature which ensures remarkable robustness to white noise. With respect to this latter feature, the observer is close in its flavour to [41] where the authors derive a non-linear observer to estimate the velocity and pressure in an infinite channel. Their observer consists in a copy of the system and a correction term corresponding to a one-dimensional convolution product of the output error.
II. WATER-TANK SYSTEM, SYMMETRIES, AND OBSERVER DESIGN

The problem we are concerned with is the motion of a perfect fluid under gravity described by Saint-Venant equations with a free surface (the shallow water assumption). The state of the fluid is its surface height, and the horizontal speed of the currents. The choice of the orientation and the origin of the frame of $\mathbb{R}^2$ used to express the horizontal coordinates $(x, y) \in \mathbb{R}^2$ is arbitrary: the physical problem is invariant by rotation and translation. Indeed from a mathematical viewpoint the Laplace operator $\Delta$ is invariant by rotation and translation. The first term of any observer for this problem is automatically invariant by rotation and translation, as it is a copy of the equations of the physical system. There is no reason why the correction term should depend on any non-trivial choice of the orientation and origin of the frame. It would yield correction terms giving more importance to the values of the height measured in some arbitrary direction of $\mathbb{R}^2$. In the general case, without additional information on the model, it seems perfectly logical to correct the observer isotropically. This constraint suggests interesting correction terms.

A. Saint-Venant model

Consider a rectangular domain: $0 \leq x \leq L$ and $0 \leq y \leq L$ (which can be considered square without loss of generality), where $x$ and $y$ are cartesian coordinates. Let $\nabla$ be the corresponding gradient operator:

$$\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right)^T.$$

The Saint-Venant equations write:

$$\frac{\partial h}{\partial t} = -\nabla \cdot (hv), \tag{1}\text{ and } \frac{\partial v}{\partial t} = -(v \cdot \nabla)v - g\nabla h. \tag{2}$$

where $hv = h(v_i \mathbf{i} + v_j \mathbf{j})$ is the horizontal transport, with $\mathbf{i}$ and $\mathbf{j}$ denoting the axes of an Euclidean frame and $g$ is the gravity.

The boundary conditions that we consider are:

- rigid boundaries: $v_x(x, y) = 0$ for $x = 0$ and $x = L$, $\forall y$; and $v_y(x, y) = 0$ for $y = 0$ and $y = L$, $\forall x$. In other words, $v, n = 0$ on the boundary of the domain, $n$ being the outward unit normal to the domain.
- no-slip lateral boundary conditions for $v_x$ on the top and bottom boundaries of the domain, and for $v_y$ on the left and right boundaries. As the domain does not move, the no-slip lateral conditions are equivalent to $v_x(x, y) = 0$ for $y = 0$ and $y = L$, $\forall x$; and $v_y(x, y) = 0$ for $x = 0$ and $x = L$, $\forall y$.

All together, the boundary conditions are $v = 0$. The theory of characteristics in 2D tells us that in our case (no normal velocity through the boundary), only two boundary conditions must be imposed on each boundary. Then, there is no need for boundary conditions on the height, as equation (1) is a standard transport equation. The initial conditions $(h(0), v(0))$ complete the system.
Note that from a computational point of view, the equations are discretized on an Arakawa C grid [5], in which the velocity components are defined at the center of the edges. Then, instead of imposing \( v_\tau = 0 \) e.g. on the top boundary (\( y = L \)), a classical way to impose no-slip boundary conditions is to use an additional row of points in the grid beyond the boundary, on which \( v_\tau \) is set to the opposite of the value of \( v_\tau \) on the first inside row of points, so as to ensure a null mean value at the boundary. Another standard set of boundary conditions is rigid boundaries and free-slip lateral boundary conditions [1].

We assume that the height \( h(x,y,t) \) is measured (with noise) for all \( x, y, t \). The problem is the estimation of \( v(x,y,t) \) at any point \( (x,y) \in [0,L]^2 \) of the domain. In the presence of noise, the problem is the estimation of both variables \( v \) and \( h \).

Note that this assumption could be slightly relaxed. In oceanographic applications discussed in Section III the height can be partially observed. But then, after some time, all the observations are usually gathered together on a same observation map, and then interpolated in order to obtain full spatial observations of \( h \) (for all \( x \) and \( y \)), at some discrete times \( t \). We could then assume that \( h(x,y,t) \) is known for all \( x \) and \( y \), but at only some times \( t \). Such an approach has the main advantage of allowing one to spatially filter the data, and thus allows the method proposed in this paper to be applied. In the case of discrete (in space) sets of measurements, the correction terms proposed below, with no measurements at some locations, boil down to standard Luenberger observer-like correction terms.

### B. Model symmetries

The unit vectors \( \mathbf{i} \) and \( \mathbf{j} \) can be chosen to point East and North respectively. This choice is arbitrary, and the equations of fluid mechanics depend neither on the orientation nor on the origin of the frame in which the coordinates are expressed: they are invariant under the action of the Lie group \( SE(2) \), the Special Euclidean group of isometries of the plane \( \mathbb{R}^2 \).

Let us prove it. Let \( R_\theta = \left( \begin{array}{cc} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{array} \right) \) be a horizontal rotation of angle \( \theta \). Let \((x_0,y_0) \in \mathbb{R}^2\) be the origin of some new frame. Let \((X,Y)\) be the coordinates associated to this new frame \( R_{-\theta}(\mathbf{i},\mathbf{j})- (x_0,y_0) \). In this new frame, the variables read

\[
(X,Y) = R_\theta(x,y) + (x_0,y_0),
\]

\[
H(X,Y,t) = h(x,y,t),
\]

\[
V(X,Y,t) = R_\theta v(x,y,t).
\]

and \((\frac{\partial}{\partial X}, \frac{\partial}{\partial Y}) = R_\theta(\frac{\partial}{\partial x}, \frac{\partial}{\partial y})\) which implies \( \nabla H(X,Y,t) = R_\theta \nabla h(x,y,t) \). The equations in the new coordinates are unchanged:

\[
\frac{\partial H}{\partial t} = -\nabla \cdot (hV), \tag{6}
\]

\[
\frac{\partial V}{\partial t} = -(V \cdot \nabla)V - g \nabla H. \tag{7}
\]

The Laplace and divergence operators are unchanged by the transformation as they are invariant to rotations (although they are usually written in fixed coordinates, their value do not depend on the orientation of the chosen frame).

Note that from a computational point of view, the equations in the new coordinates are

\[
\frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{h}\hat{\nu}) + F_h(h,\hat{v},\hat{h}), \tag{8}
\]

\[
\frac{\partial \hat{v}}{\partial t} = -(\hat{v} \cdot \nabla)\hat{v} - g\nabla \hat{h} + F_v(h,\hat{v},\hat{h}), \tag{9}
\]

with the boundary condition \( \hat{v} = 0 \) on all boundaries of the domain, and where the correction terms vanish when the estimated height \( \hat{h} \) is equal to the observed height \( h \):

\[
F_v(h,\hat{v},h) = 0, \quad F_h(h,\hat{v},h) = 0.
\]

We propose the following observer for the system (1)-(2):

\[
\frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{h}\hat{\nu}) + \int \phi_h(\xi^2 + \zeta^2) (h-\hat{h})_{(x-\zeta,y-\zeta,t)} d\xi d\zeta \tag{10}
\]

\[
\frac{\partial \hat{v}}{\partial t} = -(\hat{v} \cdot \nabla)\hat{v} - g\nabla \hat{h} + \int \phi_v(\xi^2 + \zeta^2) \nabla(h-\hat{h})_{(x-\zeta,y-\zeta,t)} d\xi d\zeta \tag{11}
\]

with the same boundary conditions as before, and where

\[
\phi_v(x,y) = \beta_v \exp(-\alpha_v(x^2 + y^2)) \tag{12}
\]

\[
\phi_h(x,y) = \beta_h \exp(-\alpha_h(x^2 + y^2)) \tag{13}
\]

Such an observer preserves the symmetries of the system as the correction terms are based on a convolution product (translation invariance) with an isotropic kernel (rotation invariance). This is a very logical choice. Indeed, why should the quality of the estimation depend upon any non-trivial choice of orientation and origin of the frame when the physical system under consideration does not at all?

Such correction terms make the observer very robust to noise, as they operate a smoothing of the measured image. The high frequencies in the signal are thus efficiently filtered. Indeed, such translation and rotation invariant terms are standard for image smoothing (see, e.g., [4]). Other symmetry-preserving smoothing terms will be found in subsection III-E.

While approaching the boundary of the domain, the integrals and convolution kernels may become undefined. But they can easily be extended close to the boundary by truncating the integrals so that they only cover the domain, or equivalently by extending the functions by 0 outside the domain.
D. Convergence study on the linearized system

As it seems out of reach to study the convergence of the full non-linear system, we are going to linearize the system (1)-(2) around the steady-state $h = \bar{h}$ and $v = \bar{v}$, using exactly the same simplifications as [27] which considers the open-loop control problem of system (1)-(2) with boundary control. The considered equilibrium is characterized by $\bar{h}$ equal to a constant height, and $\bar{v} = 0$. The observer gains are designed on this latter system, and we prove at the end of this section that they ensure the strong asymptotic convergence of the error.

Approximating the true system with the linearized system means that we only consider small velocities $\delta v = v - \bar{v} \ll \sqrt{gh}$ and heights $\delta h = h - \bar{h} \ll \bar{h}$. Note that these approximations are consistent with the first set of numerical experiments (subsection IV-A), in which the ratio $\delta v$ (resp. $\delta h$) to $\sqrt{gh}$ (resp. $\bar{h}$) is of the order of $10^{-2}$ to $10^{-3}$. The linearized system is

\[
\frac{\partial(\delta h)}{\partial t} = -\bar{h} \nabla \cdot \delta v, \tag{14}
\]
\[
\frac{\partial(\delta v)}{\partial t} = -g \nabla \delta h, \tag{15}
\]

and the estimation errors, $\hat{h} = \delta h - \delta \bar{h}$ and $\hat{v} = \delta v - \delta \bar{v}$, are solution of the following linear equations:

\[
\frac{\partial \hat{h}}{\partial t} = -\bar{h} \nabla \cdot \hat{v} - \varphi_h \cdot \hat{h}, \tag{16}
\]
\[
\frac{\partial \hat{v}}{\partial t} = -g \nabla \hat{h} - \hat{v} \cdot \nabla \hat{h}. \tag{17}
\]

Eliminating $\hat{v}$ and using $\nabla(\varphi_v \cdot \nabla h) = \varphi_v \cdot \Delta h$ yields a modified damped wave equation with external viscous damping:

\[
\frac{\partial^2 \hat{h}}{\partial t^2} = g\bar{h} \Delta \hat{h} + \bar{h} \varphi_v \cdot \Delta \hat{h} - \varphi_h \cdot \delta \hat{h}. \tag{18}
\]

**Theorem 1:** If $\varphi_v$ and $\varphi_h$ are defined by (12) and (13) respectively with $\beta_v, \beta_h, \alpha_v, \alpha_h > 0$, then the first order approximation of the error system around the equilibrium $(h, v) = (\bar{h}, 0)$ given by (18) is strongly asymptotically convergent. Indeed if we consider the following Hilbert space and norm: $\mathcal{H} = H^1(\Omega) \times L^2(\Omega)$,

\[
\| (u, w) \|_{\mathcal{H}} = \left( \int_{\Omega} \| \nabla u \|^2 + |w|^2 \right)^{1/2},
\]

then, for every $\hat{h}$ solution of (18),

\[
\lim_{t \to \infty} \left\| \left( \hat{h}(t), \frac{\partial \hat{h}}{\partial t}(t) \right) \right\|_{\mathcal{H}} = 0. \tag{20}
\]

This theorem proves the strong and asymptotic convergence of the error $\hat{h}$ towards 0, and then it also gives the same convergence for $\hat{v}$. We deduce that the observer (10)-(11) tends to the true state when time goes to infinity.

A dimensional analysis can yield a meaningful choice of the gains. The parameters $\alpha_v^{-2}, \alpha_h^{-2}$ are expressed in meters. They define the size of the regions of influence of the kernels, i.e. the region around any point in which the measured values of $h$ are used to correct the estimation at the point. These values can be set experimentally using the data from the physical system. Moreover, $\beta_v$ and $\beta_h$ can be tuned via the following heuristics. The error system (18) can be approximated by the following system, which corresponds to the case $\alpha = +\infty$:

\[
\frac{\partial^2 \hat{h}}{\partial t^2} + 2 \zeta \omega_0 \frac{\partial \hat{h}}{\partial t} = (L_0 \omega_0)^2 \Delta \hat{h}. \tag{21}
\]

where $L_0^2 \omega_0^2 = g\bar{h} + \bar{h} \beta_v \omega_0$, $2 \zeta \omega_0 = \beta_v$, as long as we impose $L_0^2 \omega_0^2 \geq g\bar{h}$. $\beta_v$ and $\beta_h$ can be chosen in order to control the characteristic pulsation $\omega_0$, length $L_0$, and damping coefficient $\xi_0$ of the approximated error equation (21). These quantities have an obvious physical meaning and can be set accordingly to the characteristics of the physical system under consideration. Such heuristics provide a first reasonable tuning of the gains.

E. Proof of theorem 1

In this section, we prove the strong convergence of the error system in the Hilbert space $\mathcal{H}$. The proof is inspired by [27] (see also [41] on an infinite 1D domain). Let $\psi_v = g\bar{h} \psi_v + \bar{h} \psi_v$. For simplicity reasons, we assume that $L = \pi$. The error equation (18) can be rewritten as a modified wave equation on a square domain with Dirichlet boundary condition:

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} + \varphi_v \Delta u - \varphi_h \cdot \frac{\partial u}{\partial t} & \quad \text{in } \mathbb{R}^+ \times \Omega, \\
u(0) & = u_0, \quad u_t(0) = u_1 \quad \text{in } \Omega, \tag{23}
\end{align*}
\]

Moreover, let $f(s) = (2\beta_v s)^{1/4} \exp(-2\alpha_v s^2)$ and $g(s) = (2\beta_h s)^{1/4} \exp(-2\alpha_h s^2)$. As the convolution product of two Gaussians is a Gaussian we have

\[
\begin{align*}
\varphi_v(x, y) & = (f(x) \ast f(x))(f(y) \ast f(y)), \\
\varphi_h(x, y) & = (g(x) \ast g(x))(g(y) \ast g(y)), \tag{24}
\end{align*}
\]

As $f$ and $g$ are even functions, their Fourier coefficients are real. If we denote by $(\hat{f}_p)$ and $(\hat{g}_p)$ the Fourier coefficients of $f$ and $g$ respectively; then, as the convolution is a multiplication in the frequency domain, the Fourier coefficients of $\psi_v$ are $g\bar{h} + \bar{h} \hat{f}_p^2 \hat{f}_q^2$. Similarly, the Fourier coefficients of $\phi_h$ are $\bar{h} \hat{g}_p^2 \hat{g}_q^2$. As all these coefficients are real and positive, we denote them by $f_{pq}^2$ for $\psi_v$, and $g_{pq}^2$ for $\varphi_h$. We now need the following intermediate result:

**Lemma 1:** If $u_0 \in H_0^1(\Omega)$ and $u_1 \in L^2(\Omega)$, then equation (23) has a unique solution satisfying

\[
\begin{align*}
u(t, x, y) & = \sum_{1 \leq p, q} u_{pq}(t) \sin(px) \sin(qy), \tag{27}
\end{align*}
\]

It is given by the series:
where $u_{pq}$ can be written either in the following way

\[ u_{pq}(t) = e^{-\frac{\nu^2}{2}t}(A_{pq} \cos(\omega_{pq}t) + B_{pq} \sin(\omega_{pq}t)), \tag{28} \]

or

\[ u_{pq}(t) = e^{-\frac{\nu^2}{2}t}(A_{pq} \cosh(\omega_{pq}t) + B_{pq} \sinh(\omega_{pq}t)). \tag{29} \]

Moreover, the latter case appears at most for a finite number of indices, and $\tilde{\omega}_{pq} < \frac{\nu}{2}$ (we refer to equation (34) for the expression of $\omega_{pq}$ and $\tilde{\omega}_{pq}$).

**Proof:** We rewrite equation (22) as

\[ \frac{d}{dt} U = AU, \tag{30} \]

where $U = (u, u_t)$ and $A$ is the following unbounded linear operator on $\mathcal{H}$:

\[ A(u, w) := (u, \psi_v, \Delta u - \varphi_h * w). \tag{31} \]

From (31) and (23), we deduce that

\[ E_{pq} = \left( \frac{1}{\lambda_{\pm pq}} \right) e_{pq} \tag{32} \]

are eigenvectors of $A$ associated to the eigenvalues $\lambda_{\pm pq}$, solutions of

\[ \lambda^2_{\pm pq} + q^2 + f^2_{pq}(p^2 + q^2) = 0. \tag{33} \]

Moreover, the family of eigenvectors ($E_{pq}$) forms a Riesz basis of the Hilbert space $\mathcal{H}$. The discriminant of (33) is $\Delta_{pq} = g^4 - 4(p^2 + q^2)f^2_{pq}$. It can be positive for a finite number of indices only, since $g^2_{pq} \to 0$ and $f^2_{pq} \geq g^2 h$ when $p$ and $q$ go to infinity. We found a Riesz basis of $\mathcal{H}$ formed by eigenvectors of $A$, the eigenvalues have no finite accumulation point and their real part are bounded. Thus, all assumptions of theorem 3.1 of [27] are satisfied: the solution $U$ of (30) is given by the series

\[ U(t) = \sum_{p,q \geq 1} \left( U_{pq} e^{-\frac{\nu^2}{2}t} + U_{pq} e^\nu \right) E_{pq}. \tag{34} \]

Finally, the coefficients can be found using the Fourier series of the initial condition. We have

\[ A_{pq} = \frac{4}{\pi^2} \int_{[0,\pi]^2} u(0, x, y) \sin(px) \sin(qy) \, dx \, dy, \tag{35} \]

\[ B_{pq} = \frac{4}{\omega_{pq}\pi^2} \int_{[0,\pi]^2} \left( u_t(0, x, y) + \frac{g^2}{2} u(0, x, y) \right) \times \sin(px) \sin(qy) \, dx \, dy. \tag{36} \]

All we have to prove now is that the solution, which represents the estimation error, converges to 0 when time goes to infinity. Recall that the coefficients $u_{pq}$ are given by equation (28), except for a finite number of indices. Define

\[ u_N(t, x, y) = \frac{2}{\pi} \sum_{p+q \geq N} e^{-\frac{\nu^2}{2}t} \left( A_{pq} \cos(\omega_{pq}t) + B_{pq} \sin(\omega_{pq}t) \right) \left( g(x) \sin(px) \sin(qy) \right). \tag{37} \]

Since $u_0 \in H^1_\Omega$ and $u_1 \in L^2(\Omega)$, Parseval’s theorem tells us that for any $\varepsilon > 0$, there exists $N$ such that

\[ \| u_N(t) \|_{\frac{\partial u_N(t)}{\partial t}} \leq \varepsilon, \quad \forall t \geq 0. \tag{38} \]

From (28) and (29), there exists $T > 0$ such that for any $t \geq T$,

\[ \| (u - u_N(t)) \|_{\frac{\partial (u - u_N(t))}{\partial t}} \leq \varepsilon. \tag{39} \]

Finally, $\| u, u_t \|_{\mathcal{H}} < \varepsilon$ for any $t \geq T$. We proved equation (20), i.e. the strong convergence of the linearized error system.

Note that this proves the result for any kernel functions $\varphi_h$ and $\varphi_v$, provided they are smooth, and their Fourier coefficients are real and strictly positive. Note also that for $N > 0$ arbitrary large, from Lemma 1, the truncated solution $u_N$ tends to 0 exponentially in time. Thus exponential convergence is expected in numerical experiments.

**F. A class of locally converging symmetry-preserving observers**

This subsection can be skipped by the uninterested reader. Observer (10)-(11) preserves the symmetries of the system, it is robust to noise, and it is such that the linearized error equation around fluid at rest converges to zero. However there are many other observers having those desirable properties. In the seminal paper [4], the authors seek image-processing transforms that satisfy a list of formal requirements such as translation and rotation invariance. Inspiring from this work and also from [10], we are going to seek a class of non-linear observers (i.e. correction terms) that satisfy the following list of formal requirements:

- “symmetry preservation requirement”: invariance to translations and rotations,
- “smoothing by convolution requirement”: to reduce the noise, the measured output must be smoothed (especially before being differentiated).
- “local stability requirement”: strong asymptotic convergence of the linearized error system.

This classification yields a new class of candidate observers which are sensible alternatives to observer (10)-(11). Indeed consider for instance:

\[ \frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{h} \hat{v}) - \varphi_h \Delta (h - \hat{h}), \tag{40} \]

\[ \frac{\partial \hat{v}}{\partial t} = -(\hat{v} \cdot \nabla) \hat{v} - g \nabla \hat{h} + \varphi_v \nabla (h - \hat{h}). \tag{41} \]

Such a structural damping term changes drastically the spectrum, and the differentiation process of the measured signal is carried out without amplifying high frequencies (noise). The linearized error equation is then $\frac{\partial^2}{\partial t^2} \hat{h} = (gh \delta_0 + \varphi_v) \Delta h +$
\[ \frac{\varphi_h \ast \Delta \left( \frac{\partial}{\partial t} \hat{h} \right)}{\tau} \], so \( \hat{h} \) is given by the series (27) along with (28), (29) where \( g_{pq}^2 \) is replaced everywhere by \( g_{pq}^2(p^2 + q^2) \). Thus the convergence rate is speeded up by a factor \( p^2 + q^2 \) on each Fourier coefficient, and the high frequencies are still efficiently filtered as the correction terms are automatically smooth. Moreover, the quality of the estimation does not depend upon any non-trivial choice of orientation and origin of the frame. Indeed, the Laplace operator is \( SE(2) \)-invariant.

a) Symmetry preservation: In fact, according to standard results (see e.g. [39]), any \( SE(2) \)-invariant scalar differential operator writes \( Q(\Delta) \), where \( Q \) is a polynomial and \( \Delta \) is the Laplacian. To fill the first requirement, this feature suggests to use polynomials of the Laplacian to design correction terms for the general form (8)-(9). To get a symmetry-preserving scalar correction term \( F_h(\hat{h}, \hat{v}, \hat{h}) \), the coefficients of the polynomials must depend on invariant scalar functions of \( h, \hat{v}, \hat{h} \). Thus they must depend on \( \hat{v} \) only via an invariant function of \( \hat{v} \), typically \(|\hat{v}|^2\). A large class of symmetry-preserving correction terms is:

\[
F_h = Q_1(\Delta, h, |\hat{v}|^2, \hat{h} - h) + \nabla \left( Q_2(\Delta, h, |\hat{v}|^2, \hat{h} - h) \right) \cdot \hat{v},
\]

(42)

where \( Q_1 \) and \( Q_2 \) are scalar polynomials in \( \Delta \). More precisely, for \( i = 1, 2 \), we have

\[
Q_i(\Delta, h, |\hat{v}|^2, \hat{h} - h) = \sum_{k=0}^{N} a_{ik}(h, |\hat{v}|^2, \hat{h} - h)
\]

\[
\Delta^k \left( b_{ik}(h, |\hat{v}|^2, \hat{h} - h) \right),
\]

(43)

where \( a_{ik} \) and \( b_{ik} \) are smooth scalar functions such that \( a_{ik}(h, |\hat{v}|^2, 0) = b_{ik}(h, |\hat{v}|^2, 0) = 0 \). For the vectorial correction term \( F_v \), we use the vectorial counterpart of \( F_h \):

\[
F_v = P_1(\Delta, h, |\hat{v}|^2, \hat{h} - h) \cdot \hat{v} + \nabla \left( P_2(\Delta, h, |\hat{v}|^2, \hat{h} - h) \right),
\]

(44)

where \( P_1 \) and \( P_2 \) are polynomials in \( \Delta \), like \( Q_1 \) and \( Q_2 \).

b) Symmetry preservation and smoothing by convolution: The polynomials above involve a differentiation process, and thus must be coupled with a filtering process. Let us find integral terms \( F_h \) and \( F_v \) that are \( SE(2) \)-invariant. They can be expressed as a convolution between the previous invariant differential terms, and a two-dimensional kernel \( \psi(\xi, \zeta) \). As the correction terms above are invariant to rotation, the value of the kernel should not depend on any particular direction either, so \( \psi \) must be a function of the invariant \( \xi^2 + \zeta^2 \) (isotropic gain). If we let \( \phi_v \) and \( \phi_h \) be two real-valued kernels, a class of symmetry-preserving integral correction terms is:

\[
F_v(x, y, t) = \iint \phi_v(\xi^2 + \zeta^2) \left[ R_1(\Delta, h, |\hat{v}|^2, \hat{h} - h) \cdot \hat{v} + \nabla \left( R_2(\Delta, h, |\hat{v}|^2, \hat{h} - h) \right) \right]_{(x-\xi, y-\zeta, t)} d\xi d\zeta,
\]

(45)

\[
F_h(x, y, t) = \iint \phi_h(\xi^2 + \zeta^2) \left[ S_1(\Delta, h, |\hat{v}|^2, \hat{h} - h) + \nabla \left( S_2(\Delta, h, |\hat{v}|^2, \hat{h} - h) \right) \cdot \hat{v} \right]_{(x-\xi, y-\zeta, t)} d\xi d\zeta,
\]

(46)

where the polynomials \( R_i \) and \( S_i \) are defined like the \( Q_i \)'s.

The support of \( \phi_v \) (resp. \( \phi_h \)) is a subset of \( \mathbb{R} \). Its characteristic size defines a zone in which it is significant to correct the estimation with the measurements. The observer is independent of any arbitrary choice of orientation (rotation invariance), as well as of the origin of the chosen frame (translation invariance). If the kernels are smooth, the correction terms are automatically smooth even if the measurements are not (noise robustness). Note that, if \( \phi_v \) and \( \phi_h \) are set equal to Dirac functions, one recovers the differential terms above.

c) Local convergence: Although the stability analysis of all symmetry-preserving observers with general correction terms is out of reach, the following proposition, applying to observers (10)-(11)-(12)-(13), and (40)-(41), generalizes Theorem 1 to a large class of observers:

Proposition 1: Let \( \varphi \) be any smooth functions, and \( \varphi_h \) and \( \varphi_v \) be given by (24)-(25). For any integer \( N \geq 0 \), if \( \lambda_k \) are positive numbers for \( 0 \leq k \leq N \), and at least one of them is strictly positive, the following class of observers is such that the first order approximation of the error system around \( (\hat{h}, 0) \) is strongly asymptotically convergent:

\[
\frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{h} \hat{v} + \varphi_h \sum_{k=0}^{N} (-1)^k \lambda_k \Delta^k (\hat{h} - \hat{h}))
\]

\[
\frac{\partial \hat{v}}{\partial t} = -(\hat{v} \cdot \nabla) \hat{v} + g \nabla \hat{h} + \varphi_v \nabla (\hat{h} - \hat{h})
\]

Moreover, if \( \varphi_h(x, y, z) \) and \( \varphi_v(x, y, z) \) are functions of \( x^2 + y^2 \), the three requirements are filled. The proof is straightforward in the frequency domain, using a strictly analogous proof as in subsection II-E. Convergence is related to the fact that correction terms of the form (24)-(25) have positive Fourier coefficients. Such integral correction terms are not too restrictive, as convolution with such terms is the integral counterpart of multiplication by a positive scalar gain. The interest of such observers is that the convergence rate in the frequency domain is speeded up by a factor \( \sum_{k=0}^{N} \lambda_k (p^2 + q^2)^k \) on each Fourier coefficient without affecting smoothness of the correction terms. Note that the Proposition remains valid setting \( \varphi_h \) and \( \varphi_v \) equal to Dirac functions. Such differential terms can be used in the absence of noise.

III. OBSERVER DESIGN FOR AN OCEANOGRAPHY EXAMPLE

The problem considered is the following: the ocean is described by a simplified shallow-water model. The sea surface height (SSH) is measured (with noise) everywhere by satellites. The goal is to estimate the height, and the marine currents (not measured). There is an increasing need for such methods in physical oceanography, as the monitoring of the ocean provides crucial information about climate changes [38], and the amount of data available in oceanography has drastically increased in the last years with the use of satellites.

The use of observers for data assimilation in oceanography goes by the name of “nudging”. Indeed the standard nudging algorithm is viewed either as applying a Newtonian recall of the state value towards its direct observation [23] or as using observers of the Luenberger, or extended Kalman filter type for data assimilation [31], [25]. The correction gain is usually chosen by numerical experimentation. The nudging
We briefly describe the numerical schemes used for the resolution of these equations (as well as the linearized Saint-Venant equations, and all observer equations). We refer to [19] for more details. We consider a leap-frog method for time discretization of the equations, controlled by an Asselin time filter [6]. The equations are then discretized on an Arakawa C grid [5], with $N \times N$ points: the velocity components $v_x$ and $v_y$ are defined at the center of the edges, and the height is defined at the center of the grid cells. Then, the vorticity and Bernoulli potential are computed at the nodes and center of the cells respectively. This scheme is known to give stable and accurate results.

We assume that the physical system is observed by several satellites that provide (noisy) measurements of the SSH $h(x,y,t)$ for all $x,y,t$. Within the framework of data assimilation for geophysical fluids, the goal is to estimate all the state variables $v(x,y,t)$ and $h(x,y,t)$ (velocity of the marine streams, and SSH respectively) at any point $(x,y) \in [0,L]^2$ of the domain. We finally consider that all the other parameters are known.

As previously mentioned, if the height is only measured on a discrete set, one usually gathers these sets over a standard time period (e.g. 1 day, or a few days, for oceans), and then interpolates this set in order to have a full observation of the height. With this approach, we can consider that $h$ is observed everywhere in space, but only at some discrete times. The correction term in the observer equations can then be added only at these observation times. Of course, the convergence of the observer towards the real solution is slower than for full observations (in time), and the solution at convergence is less precise, but from the numerical point of view, the method is still applicable.

B. Model symmetries

The unit vectors $i$ and $j$ are pointing East and North respectively. This choice is arbitrary, and the equations of fluid mechanics are invariant under the action of $SE(2)$. Considering the transformations $[3]-[4]-[5]$, the equations in the new coordinates are unchanged. Indeed letting $K = k$ and $I = R_\theta i$ we have:

\[
\frac{\partial (HV)}{\partial t} + (\nabla \cdot (HV) + (HV) \cdot \nabla)V = -g' H\nabla H
\]

\[
-K \times f(HV) + (A\nabla^2 - R)(HV) + \tau i/\rho,
\]

\[
\frac{\partial h}{\partial t} = -\nabla \cdot (hv),
\]

where $hv = h(v_x i + v_y j)$ is the horizontal transport, with $i$ and $j$ pointing towards East and North respectively, $f = f_0 + \beta y$ is the Coriolis parameter (in the $\beta$-plane approximation), $k$ is the upward unit vector, and $g'$ is the reduced gravity. The ocean is driven by a zonal wind stress $\tau i$ modeled as a body force, and $\tau$ is known. Finally, $R$ and $A$ represent friction and lateral viscosity. No-slip boundary conditions are imposed, i.e. $v = 0$ on the boundary of the domain (see paragraph [II-A] for more details about the boundary conditions).

C. Symmetry-preserving nudging

An observer for the system (47)-(48) (nudging estimator) systematically writes:

\[
\frac{\partial (\hat{h}v)}{\partial t} + (\nabla \cdot (\hat{h}v) + (\hat{h}v) \cdot \nabla)\hat{v} = -g' \hat{h} \nabla \hat{h} - k \times f(\hat{h}v)
\]

\[
+(A\nabla^2 - R)(\hat{h}v) + \tau i/\rho + F_v(h,\hat{v},\hat{h}),
\]

\[
\frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{h}v) + F_h(h,\hat{v},\hat{h}),
\]
with $\hat{v} = 0$ on the boundary of the domain, and where the correction terms vanish when the estimated height $\hat{h}$ is equal to the observed height $h$: $F_v(h, \hat{v}, h) = 0$, $F_h(h, \hat{v}, h) = 0$.

As the system possesses the same symmetries as $[1]-[2]$, we get a large class of SE(2)-invariant candidate correction terms given by [45]-[46]. In subsection [IV-B] devoted to numerical experiments, we focus on the particular choice of Section [II-C] i.e., $F_h = \phi_h(h - \hat{h})$ and $F_v = \phi_v \nabla (h - \hat{h})$ with the kernels given by [12]-[13]. Even if we have no proof of convergence for the observer [51]-[52] with those correction terms, it is clear from the following numerical experiments that the observer competes with standard oceanography variational methods, and is remarkably robust to noise.

IV. NUMERICAL SIMULATIONS

In this section, we report the results of many numerical simulations on both the linearized and non-linear shallow water models, in order to illustrate the interest of such symmetry-preserving observers. First the theoretical properties of the observer proved in Section [II] are illustrated by simulations (subsection [IV-A]). Then we show on the realistic full non-linear shallow water model of Section [III] that the observer yields better results than the standard nudging techniques (subsection [IV-B]).

A. Linearized simplified system

We first consider a non-linear shallow water model, in a quasi-linear situation (small velocities, and height close to the equilibrium height) given by equations [1]-[2]. The corresponding observer is solution of equations [10]-[11].

Remark: Note that in the degenerate case where $\phi_h = K_h \delta_0$ and $\phi_v = K_v \delta_0$ ($K_h$ and $K_v$ are positive scalars), we find the standard nudging terms [7]:

$$\frac{\partial \hat{h}}{\partial t} = -\nabla \cdot (\hat{v} \hat{v}) + K_h (h - \hat{h}), \quad (53)$$

$$\frac{\partial \hat{v}}{\partial t} = -(\hat{v} \nabla) \hat{v} - g \nabla \hat{h} + K_v \nabla (h - \hat{h}). \quad (54)$$

1) Model parameters: The numerical experiments are performed on a square box, of dimension 2000 km $\times$ 2000 km. The equilibrium height is $h = 500$ m, and the equilibrium longitudinal and transversal velocities are $\bar{v}_x = \bar{v}_y = 0 \, m.s^{-1}$. We consider a regular spatial discretization with 81 $\times$ 81 grid points. The corresponding space step is 25 km. The time step is half an hour (1800 seconds), and we have considered time periods of 1 to 4 months (1440 to 5760 time steps).

The reduced gravity is $g = 0.02 \, m.s^{-2}$. The height varies between 497.7 and 501.9 m and the norm of the transversal velocity is within the interval $\pm 0.008 \, m.s^{-1}$. The approximations of the subsection [II-B] are valid since $v \ll \sqrt{gh} = 3 \, m.s^{-1}$ and $\delta h \ll 500$. The variations of the height and velocities are indeed of the order of 2 meters and 0.01 m.s$^{-1}$ respectively. This kind of linearized system with the typical values above is often considered in geophysical applications, under the tangent linear approximation, for the estimation of an increment (instead of the solution itself) [8].

Concerning the tuning of the gains, we have considered the convolution kernels defined by equations [12]-[13]. Recall that $\alpha_h^{-2}$ and $\alpha_v^{-2}$ represent the characteristic size of the Gaussian kernel. We will always take $\alpha_h^{-2} = \alpha_v^{-2} = \alpha$. In most of the experiments below we have $\alpha = 1 \, m^{-2}$. Unfortunately the weights $\beta_h$ and $\beta_v$ cannot be chosen too large for numerical reasons, in order to avoid stability issues. So we always take $\beta_h \leq 10^{-6}$. Recall that heuristically the error equation can be approximated by the damped wave equation [21] with $\hat{h} = \hat{h}_\beta - L_0^2 \omega_0^2 - \Delta \hat{h}$ and $\hat{h}_\beta = 2 \omega_0 \omega_2$. The weights $\beta_h$ and $\beta_v$ have two different units, and physical meaning, and (a priori) there is no physical reason why they should have approximately the same magnitude. Nevertheless, for the numerical values of $\beta_h$ considered in this paper, one can check that any value $0 \leq \beta_v \leq \beta_h$ yields a fundamental frequency for the error system $\omega_0 \sqrt{1 - \xi_0^2}$ which is close to the natural frequency $\sqrt{gh}/L_0$ of the physical system $[1]-[2]$. From now on we will systematically set $\beta_v = 0.1 \beta_h$, which is acceptable from a physical point of view, also ensures the convergence of the observer, and is the largest value of $\beta_v$ which yields numerical stability. Finally, a truncated convolution integral is used as an approximation of the complete convolution over the whole domain. The truncation radius is set equal to 10 pixels in our experiments (further than 10 pixels away from its center the Gaussian can be viewed as numerical noise). Close to the boundaries, the convolution integrals are also truncated so that they only cover the domain.

We consider two criteria for quantifying the quality of the estimation process: the convergence rate of the estimation error, and the estimation error when convergence is reached. The initialization of the observer is always

$$\hat{h} = h \quad (= 500), \quad \hat{v} = v \quad (= 0).$$

In all the following results, the estimation error is the relative difference between the true solution $(h \, v)$ and the observer solution $(\hat{h} \, \hat{v})$:

$$e_h = \frac{||h - \hat{h}||}{||h||}, \quad e_v = \frac{||v - \hat{v}||}{||v||}$$

where $\cdot \, ||$ is the standard $L^2$ norm on the considered domain. With the previously defined initialization of the observer, the estimation error at initial time is $e_h(0) = e_v(0) = 1$, corresponding to a 100% error on the initial conditions. We assume that the decrease rate is nearly constant in time, then the time evolution of the estimation error is given by:

$$e_h(t) = e_h(0) \exp(-c_h t), \quad e_v(t) = e_v(0) \exp(-c_v t),$$

where $c_h$ and $c_v$ are the corresponding convergence rates. In all the numerical experiments that we have considered, the choice of the weighting coefficients $\beta_h$ and $\beta_v$ does not modify the residual estimation errors at convergence. We also noticed in the numerical simulations that the convergence rates are linearly proportional to $\beta_h$ (and to $\beta_v = 0.1 \beta_h$), provided it is not too large. This is explained by formula [27] as the Fourier coefficients $g_{pq}^h$ depend linearly on $\beta_h$.

2) Perfect observations: We first assume that the observations are perfect, i.e. without any noise. Figure [1] shows the estimation error (in relative norm) versus time (number
of time steps), for the three variables: height \( h \), longitudinal velocity \( v_x \) and transversal velocity \( v_y \). The kernel coefficients are the following: \( \beta_h = 5.10^{-7} \text{ s}^{-1} \), \( \beta_v = 0.1\beta_h = 5.10^{-8} \text{ m.s}^{-2} \), \( \alpha_h = \alpha_v = 1 \text{ m}^{-2} \).

This figure shows that the convergence speed is nearly constant in time, and equation (56) is then valid. We can also deduce the corresponding convergence rates:

\[
\alpha_h = 7.57 \times 10^{-7}, \quad c_{v_x} = 7.63 \times 10^{-7}, \quad c_{v_y} = 7.80 \times 10^{-7}.
\]

In the case of discrete observations, as previously mentioned, we can assume that the height is available everywhere, but not at every time. If for instance we add the correction term to the observer equations only every 12 time steps, the evolution of the estimation error is similar to what is shown on figure 1 with a smaller convergence rate. In this case, the relative error after 2880 time steps is 0.715 (to be compared with 0.0198 in the previous situation), and the convergence rate is approximately \( 6.47 \times 10^{-8} \), which is 11.7 times smaller than the convergence rate in the full observation case. We could have expected a ratio of 12, as the corrections are applied only every 12 time steps. We can conclude that from the numerical point of view, discrete observations in time do not degrade the method.

From an application viewpoint, it is interesting to see that the velocity \( v \) is also corrected with a comparable convergence rate, as predicted by the theory above. Even if it is standard in automatic control theory, in most data assimilation processes only a few variables of the system are observed [23, 42, 7]. We showed (at least in the linear case) that all the variables are observable indeed.

The estimation error at convergence has the following values:

\[
e_h = 7.92 \times 10^{-8}, \quad e_{v_x} = 2.11 \times 10^{-4}, \quad e_{v_y} = 4.71 \times 10^{-5}.
\]

From a theoretical point of view, it should converge to 0. Several reasons explain this difference with the theory. The numerical non-linear system considered is not exactly described by its first-order approximation. Moreover the numerical schemes and numerical noise do not allow the observer solution to reach exactly the observed trajectory. Note that the small oscillations in the decrease of the estimation error can be explained by the oscillatory behavior described by (27). Numerically speaking, the fact that the model has nearly no diffusion (no theoretical diffusion, and almost no numerical diffusion) can also contribute to this oscillatory phenomena.

Finally, we compare our observer to the standard nudging algorithm, by choosing a large value for \( \alpha_h \) and \( \alpha_v \). Numerically we have set

\[
\alpha_h = \alpha_v = 1000 \text{ m}^{-2}.
\]

The decrease rate and estimation error at convergence are summarized in table I along with the previous results. The decrease rate of our observer is 2.7 to 3 times bigger. But assuming the solution \( (h, v) \) is constant (which is nearly true), the convolution with a Gaussian kernel of size \( 1 \) or with a Dirac produces the same effect, with a \( \pi \) factor (as \( \int_{\mathbb{R}^2} e^{-\left(x^2+y^2\right)} dx \, dy = \pi \)). Numerically, the factor is a little bit smaller, as the solution is not constant. We also see that the estimation error at convergence is a little larger for \( \alpha \) large, probably because some numerical noise is smoothed by the convolution.

3) Noisy observations: We now assume that the height \( h \) cannot be observed properly, and instead of \( h \), we observe \( h + \varepsilon \) where \( \varepsilon \) represents the observation noise on \( h \). We assume that \( \varepsilon \) is Gaussian with zero mean (white noise is standard in oceanography [20]), and a standard deviation of 20 to 40\% of the standard deviation of the height \( h \). Thus a 0.2 relative estimation error means that the estimated value \( \hat{h} \) is closer to the true height \( h \) than to the observed height \( h + \varepsilon \). Figure 2 shows similar experiments as previously described, in the case of noisy observations, for \( \beta_h = 2.10^{-7} \text{ s}^{-1} \) and \( \alpha = 1 \text{ m}^{-2} \). The global behaviour of the solution is unchanged (constant decrease until stabilization). The decrease rate and value at convergence of the estimation error for \( \alpha = 0.5, 1 \) and \( 10^3 \text{ m}^{-2} \) are summarized in table II.

There is still a ratio of nearly \( \pi \) between the decrease rate for \( \alpha \) large and \( \alpha = 1 \text{ m}^{-2}, \alpha = 0.5 \text{ m}^{-2} \) seems to be an optimal value for the parameter \( \alpha \); it is large enough to smooth efficiently the noise, and we checked that the decrease rate is not much larger when we take smaller values of \( \alpha \). Thus we see it is useless to correct the estimation at one point with values of \( h \) which are too far away from this point. In comparison with the case of perfect observations, the decrease
rate is remarkably unaffected by the presence of noise.

The estimation error at convergence is much larger than in the case of perfect observations. Nevertheless, all variables have been identified with less than 1% of error. We see the interest of the convolution as the error at convergence is 3 to 4 times smaller with $\alpha = 1$ than with $\alpha = 1000$. This is due to the fact that the term $\nabla(h - \hat{h})$ is very noisy when it is not directly filtered, as it is the case in the standard nudging algorithm (or extended Kalman filter).

**B. Full nonlinear shallow water model**

We now consider the full shallow water model, with the Coriolis force, friction, lateral viscosity, and wind stress (see equations (47)-(48)). We also consider large velocities and height variations, with still the same equilibrium point: $\hat{h} = 500$, $\hat{v}_x = \hat{v}_y = 0$. The size of the domain and the time and space steps remain the same as in the previous experiments (see section IV-A.1), the other physical parameters being:

\[
\begin{align*}
    f_0 &= 7.10^{-5} \text{s}^{-1}, \\
    \beta &= 2.10^{-11} \text{m}^{-1} \text{s}^{-1}, \\
    R &= 9.10^{-8}, \\
    A &= 5 \text{m}^2 \text{s}^{-1}, \\
    \tau_{\text{max}} &= 0.05 \text{s}^{-2}.
\end{align*}
\]

The nonlinear observer is given by equations (51)-(52), with $F_h = \varphi_h \ast (h - \hat{h})$ and $F_v = \varphi_v \ast \nabla(h - \hat{h})$, where $\varphi_h$ and $\varphi_v$ correspond to (12)-(13). It is shown in the appendix that this model reproduces quite well the evolution of a fluid in the northern hemisphere.

1) **Perfect observations**: In order to make the paper not too long, we do not provide the figures and tables corresponding to the case of perfect observations. We consider the same convolution kernels as in the experiments on the approximated system above, with the same reference parameters $\beta_h = 5.10^{-7} \text{s}^{-1}$ and $\beta_v = 0.1 \beta_h$. Many curves showing the estimation error versus time, for the three variables $h, v_x, v_y$, have been obtained with several values of $\alpha$. The convergence speeds for $h, v$ are always constant only at the beginning, and decrease continuously to 0 after the error goes under some threshold.

Simulations showed that the final estimation error is much larger than in the previous experiments. Nevertheless, for $\alpha_h = \alpha_v = 1 \text{ m}^{-2}$ the height estimation error is close to 1%, which is a very good result, considering the high turbulence of the model. The velocity is partially identified (with 12 to 15% of error in the best situations). The convergence rates are a little bit larger than in the linearized case (around $1.10^{-6}$ for $\alpha_h = \alpha_v = 1 \text{ m}^{-2}$). The behaviour between the standard Gaussian convolution ($\alpha = 1 \text{ m}^{-2}$) and the Dirac convolution ($\alpha = 10^3 \text{ m}^{-2}$) is comparable to the previous experiments.

2) **Noisy observations**: The results are given by figure 3 and table III. As in the linearized situation, $\hat{h} + \varepsilon$ is measured, where $\varepsilon$ is assumed to be white. In our experiments, the standard deviation of $\varepsilon$ is nearly 20% of the standard deviation of $h$ (around the equilibrium state $\hat{h} = 500$).

The estimation error in the case of noisy observations is nearly 1.5 times larger than for perfect observations, both for $\alpha = 10^3 \text{ m}^{-2}$ and $\alpha = 1 \text{ m}^{-2}$. The observer has a relative insensitivity with respect to the presence of observation noise, as the level of noise is 20%, and the estimation errors are nearly 2% for $h$ and 13 to 30% for the velocity. In this case, the best results have been obtained for $\alpha = 1 \text{ m}^{-2}$, improving the results of the nudging algorithm ($\alpha = 10^3 \text{ m}^{-2}$) of 33 to 50%. These results clearly show the interest of a Gaussian kernel applied to the correction term, in order to smooth the

**Table II**

<table>
<thead>
<tr>
<th>Size of the Gaussian kernel</th>
<th>Decrease rate $(h, v_x, v_y)$</th>
<th>Estimation error at convergence $(h, v_x, v_y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_h = \alpha_v = 0.5$</td>
<td>$1.40 \times 10^{-6}$</td>
<td>$4.43 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$1.40 \times 10^{-6}$</td>
<td>$7.51 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$1.42 \times 10^{-6}$</td>
<td>$4.06 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha_h = \alpha_v = 1$</td>
<td>$7.55 \times 10^{-7}$</td>
<td>$5.92 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$7.44 \times 10^{-7}$</td>
<td>$1.04 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$7.44 \times 10^{-7}$</td>
<td>$5.53 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha_h = \alpha_v = 10^3$</td>
<td>$2.45 \times 10^{-7}$</td>
<td>$1.70 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$2.49 \times 10^{-7}$</td>
<td>$3.02 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$2.48 \times 10^{-7}$</td>
<td>$1.59 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
TABLE III
FULL NON-LINEAR MODEL: DECREASE RATE AND VALUE AT CONVERGENCE OF THE ESTIMATION ERROR, FOR THE THREE VARIABLES $h$, $v_x$ AND $v_y$, IN THE CASE OF NOISY OBSERVATIONS (20% NOISE).

<table>
<thead>
<tr>
<th>Size of the Gaussian kernel</th>
<th>Decrease rate $(h, v_x, v_y)$</th>
<th>Estimation error at convergence $(h, v_x, v_y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_h = \alpha_v = 0.5$</td>
<td>$2.74 \times 10^{-6}$</td>
<td>$1.71 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$1.87 \times 10^{-6}$</td>
<td>$1.72 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1.62 \times 10^{-6}$</td>
<td>$2.21 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\alpha_h = \alpha_v = 1$</td>
<td>$1.36 \times 10^{-6}$</td>
<td>$1.57 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$9.65 \times 10^{-7}$</td>
<td>$1.30 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$8.38 \times 10^{-7}$</td>
<td>$1.59 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\alpha_h = \alpha_v = 10^3$</td>
<td>$4.42 \times 10^{-7}$</td>
<td>$2.26 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$2.98 \times 10^{-7}$</td>
<td>$2.25 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$2.55 \times 10^{-7}$</td>
<td>$3.04 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, we have defined a class of symmetry-preserving non-linear observers for a simplified shallow water model. We proved the asymptotic convergence to zero of the state-error around a steady-state. Many numerical simulations show the interest of such a choice of invariant gains. This paper gives insight in the field of non-linear observers for infinite dimensional systems, where few methods are available. The observer provides better results than the nudging (Luenberger observer), even on the nonlinear system, as the error converges faster, the residual error is smaller, and the observer is much more robust to noise. The correction terms used in this paper are based on integrals over space, and filter the noise better than those of the usual extended Kalman filter-type estimators. Our observer has several advantages compared to EKF. First the computational cost is much smaller (as long as the Gaussian kernel is set equal to zero wherever its value is negligible, see Section IV). This is important as in infinite dimensional systems, the computational cost of the Kalman filter can be prohibitive, as well as the cost of optimal techniques (especially in oceanography [43]). In particular the observer was compared to the standard variational method 4D-Var, and the computing time is much smaller. Moreover the tuning of the gains of our observer is very easy as it depends on a very reduced number of parameters which have a physical meaning (thus the observer is much easier to implement). It is precisely the use of the physical structure of the system which allows us to reduce the degrees of freedom in the gain design. Finally, to the author’s knowledge, there is no proof of convergence of the Kalman filter for infinite dimensional non-linear systems. Note that we also showed, both on theoretical and numerical points of view, that the non-observed variables can be corrected, which is still a challenge in geophysics [8].

We have the following additional comments:

1) Another direction for future work would be to make numerical experiments on back and forth nudging based on our observer. The observer can easily be adapted in reverse time with $\phi_h \mapsto -\phi_h$ and $\phi_v$ unchanged. This new observer-based method has recently appeared, see e.g. [7] for more details.

2) In this paper we mostly considered time and space continuous measurements. Some other experiments could be carried out in the case of sparse observations, both in time and space.

As a more general concluding remark, although this paper is only concerned with examples, it yields a systematical way to take advantage of the rotational invariance of the Laplacian, and provides a method for the convergence analysis. A large class of sensible observers can be derived from a list of three formal requirements of subsection IIE. This technique can be an interesting guideline to derive novel non-linear observers for other estimation problems from physics and engineering, where the models are based on PDEs (wave equation, heat equation) and possess symmetries.
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Fig. 4. Evolution of the true height, the observed (noisy) height, and the identified (observer) height versus time, for three different points of the domain, located along the energetic current in the middle of the domain.


APPENDIX

In this section we show that the model considered in this paper reproduces quite well the evolution of a fluid in the northern hemisphere (e.g., Gulf Stream, in the case of the North Atlantic ocean), with realistic velocities and dimensions [36], and that the observer identifies very well the main currents. Figures 5 and 6 illustrate the identification process for both the height and velocity in the case of noisy observations, for $\alpha_h = \alpha_v = 1$ (second case of table III). We do not use any a priori information, as the initial guess is $\bar{h}(0) = \bar{h} = 500$ meters (top left image of figure 5), and $\bar{v} = \bar{v} = 0 \text{ m.s}^{-1}$. Figure 5 shows on the top right the noisy observation $\hat{h}(T)$ + $\varepsilon$ of the height at the final time $T = 1440$ time steps. It should be compared to the bottom right image, showing the true height $h(T)$ at the same time. The difference between these two images corresponds to the white Gaussian noise $\varepsilon$. Finally, the identified height (i.e., the observer $\hat{h}$ at final time $T$) is shown on the bottom left image of figure 5. These images confirm both the very good identification of the height (as previously seen in table III) and the noise removal.

Figure 6 shows the identified and real components of the velocity. Note that $\hat{v}$ is very close to the real velocity $v$ at time $T$. This is usually not the case in standard nudging techniques, where only observed variables are corrected and the identification is based on the model coupling [23], [42], [21], [26]. The main current (corresponding to the Gulf Stream, in the case of the North Atlantic ocean) is very well identified. This corresponds to a real need, as in operational geophysical applications, there are also almost no observations of the fluid velocity, although it has to be precisely identified [8]. From table III we have previously seen that the error on the velocity is nearly 15% in this case, which is quite high. But the main currents are very well identified, and this is a key-point for improving the quality of the forecasts.
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