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Abstract

We construct a smooth branch of travelling wave solutions for the 2 dimensional Gross-Pitaevskii equations
for small speed. These travelling waves exhibit two vortices far away from each other. We also compute the
leading order term of the derivatives with respect to the speed. We construct these solutions by an implicit
function type argument.

1 Introduction and statement of the result

We consider the Gross-Pitaevskii equation
0= (GP)(u) :==idu + Au— (ju]*> — L)u

in dimension 2 for u : Ry x R2 — C. The Gross-Pitaevskii equation is a physical model for Bose-Einstein condensates
[11], [19], and is associated with the Ginzburg-Landau energy

E():= %/11{2 |Vol? + i/}RQ(l — v]?)2.
The condition at infinity for (GP) will be
[ul =1 as |z| = +oo.
We look for travelling wave solutions of (GP):
u(t,x) = v(xy, 2 + ct)

where z = (1, 22) and ¢ > 0 is the speed of the travelling wave, which moves along the direction —e3. The equation
on v is

0= (TW.)(v) := —icOp,v — Av — (1 — |[v]?)w.

We want to construct travelling waves for small speed that look like the product of two well-separated vortices.
Vortices are stationary solutions of (GP) of degrees n € Z* (see [5] and [15]):

Va(z) = pn(T)emea
where z = re?? | solving
AV, — (Va2 =1V, =0
Vol =1 as  |z| — oo
A vortex alone in the plane is a stationnary solution of (GP), and vortices might interact when there are several of
them. It is expected that if they are far away from each other, their dynamic is governed, at least at first order, by

the point vortex system (see [2] and references therein). In particular, a vortex V; of degree 1 with a vortex V_; of
degree —1 should move at constant speed in the direction orthogonal to the line that connects their centers.

The main result of this paper is the construction of a branch of solution by perturbation of the product of two
vortices at any small speed ¢ > 0, and the fact that this branch of solution is C'! with respect to the speed.
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Theorem 1.1 There exists co > 0 a small constant such that, for any 0 < ¢ < ¢y, there exists a solution of (TW,)
of the form
Qe =Vi(. = de))Vor (- + deel) + Lo

Iroeso@) o o continuous function of c. This solution has finite energy (B(Q:) < +00) and Q. — 1

where d, = :
when |x| = +oo.
Furthermore, for all +00 > p > 2, there exists co(p) > 0 such that if ¢ < co(p), for the norm

12llx, = l[hllLeg2) + IVl Lo-1(R2)
and the space X, := {f € LP(R?),Vf € LP~*(R?)}, one has
ITe,d.llx, = 0c—0(1)-

In addition,
c—Q.—1¢ Cl(]07 Co(p)[, X;D)v

1+0c~>0(1) )

with the estimate (for v(c) = =

10.Q: + V(AL = FEDV-r (. + a2 ama = 000 ().

Existence of travelling waves solutions for this equation with finite energy has already been proven for small
speeds in [3] (see also [4] and [6] for results in dimension 2 and 3). Moreover, the decay at infinity conjectured in [16]
has been established in [14]. Here, we use an implicit function argument to construct the solution, using techniques
developed in [8] or [17] for instance, displaying a clear understanding of the shape of the solution (see Lemma 3.8
for instance). We show in addition that the constructed branch is C, which is, to the best of our knowledge, the
first result of this kind in dimension larger than one.

In the Gross-Pitaevskii equation, vortices play the role of solitons (as we can see in NLS or other such equations).
In particular here we show that two vortices interact at long range since the speed c is of order dlc, the half distance

between the vortices. This is due to the slow decay of the vortex: VV; is of order % at infinity due to the phase.

The formal method for this kind of construction is well known. It has been done rigorously in a bounded domain
for the Ginzburg Landau equation with no speed ([8]). One of the difficulties here is to find the right functional
setting to construct the C* branch, in particular with regards to the transport term icd,,v. On the contrary of
what is claim in [17], the transport term can not be treated perturbatively. This is why we use another functional
setting than [17] or [18] (see Remark 2.11 for more details)

In this paper, we start by doing the construction of the solution to fill these gaps in the case of two vortices in
(GP). This construction is also a good introduction to the proof of the differentiability of the branch, which uses
many of the same ideas, but with a more technical setting.

We start by reducing the problem to a one dimensional one in section 2. The construction of the travelling wave
Q. is completed in section 3. Furthermore, in subsection 3.2, we show that Q. has finite energy and we compute
some estimates particular to the branch of solutions. Finally section 4 is devoted to the proof of the differentiability
of the branch.

We use the scalar product for f,g € L?(IR?),

(ay=e [ fo,

For X = (X1,X5),Y = (Y1,Ys) € C?, we define
XY = X1Y1 + X2§/2,

which is the scalar product if X,Y € R2. We use the notation B(z,r) to define the closed ball in R? of center
2z € R? and radius r > 0 for the Euclidean norm. In the estimates, a constant K > 0 is a universal constant
independent of any parameter of the problem.
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2 Lyapunov-Schmidt reduction

The proof of Theorem 1.1 follows closely the construction done in [8] or [17]. The main idea is to use perturbation
methods on an approximate solution.

In subsection 2.1 we define this approximate solution V' which consists in two vortices at distance 2d from
each other. We then look for a solution of (TW,.) as a perturbation of V, with an additive perturbation close
to the vortices and a multiplicative one far from them. This is computed in subsection 2.2. We define suitable
spaces in subsection 2.3 that we will use to invert the linear part and use a contraction argument. We ask for an
orthogonality on the perturbation, and the norms are a little better but more technical than the ones in Theorem
1.1. In particular I'c g, in Theorem 1.1 verifies better estimates which are discussed for instance in Corollary 2.25
and in Lemma 3.8. We invert the linearized operator in Proposition 2.17 and show that the perturbation is a fixed
point of a contracting functional in Proposition 2.21. The orthogonality condition create a Lagragian multiplier
(see subsection 2.6), which left us with a problem in one dimension. This multiplier will be cancelled for a good
choice of the parameter d in section 3.

2.1 Estimates on vortices

From [15], we can find stationary solution of (GP):
Vi () = pa(r)e™

where z = rel?, n € Z*, solving
AV, — (V]2 = 1)V, =0
Vol =1 as |z — .

These solutions are well understood and, in particular, we have some estimates (see [15] for instance) that we will
use. We also know the kernel of the linearized operator around Vi ([7]), which we will need for inverting the
linearized operator around the approximate solution V defined using these vortices

V(x) == Vi(x — dé)V_1(z + dei)

where d > 0, = (21,22). The function V is the product of two vortices with opposite degrees at a distance 2d
from each other. One vortex alone in IR? is a stationary solution, and it is expected that two vortices interact and
translate at a constant speed of order ¢ ~ é, see [2]. Hence for the two parameters of this problem ¢, d > 0, we let
them be free from each other, but with the condition c¢ is of order 1/d by imposing that % <d< %

We will study in particular areas near the center of each vortices. We will use coordinates adapted to this
problem:

r = (v1,22) = 71",

y = (y1,y2) =z —dei =rie,

2 = (21,22) =y +2def =z +dej =r_1e,

7 = min(ry,r_1). (2.1)

Using y coordinate mean that we are centered around V7, and z coordinate for around V_;. Note that we have
Vi(z) = Vi(y)V-1(z)

using these notations. If it is not precised, V will be taken in z, V5 in y and V_1 in z. If we compute (TW.) for V,
ie. —icd,,V — AV — (1 —|V|2)V, we get

(TW.)(V) = E — icd,,V,

where we defined
E:=—-AV —(1—|V]})V.

We have V = V4 V_; and, by using —AV. = (1 — |Vz|*)V- for € = 41, we compute
E=-2VVi.VV 1 + VIV (1= Vi +1— |V ? =1+ ViV ).



Hence
E=-2VVi.VV_ 1 + (1 —|ViH(1 - |V H V. (2.2)

The rest of this subsection is devoted to the computation of estimates on V, E, 04V and icd,,V using estimates on
V1 and V_;. Let us start with the properties on Vi; we need.

Lemma 2.1 ([15]) Vi(x) = p1(r)e?® verifies V1(0) = 0, and there exists a constant k > 0 such that, for all r > 0,
0<pi(r) <1, pi(r) >0, and
p1(r) ~r0 KT,

1
) =orve ().
1 1
= ﬁ + Or—>oo (ﬁ) P

. xt 1
VVi(z) =iVh (:10)T—2 +O0r o0 3

1— [Vi(a)]

where 1+ = (—x9,11), x = re'®. Furthermore we have similar properties for V_y since

V_oi(z) = Vi(x).

We will use the O notation for convergence independent of any other quantity. Now let us write all the derivatives
of a vortex in polar coordinate, which will be useful all along the proof of the results.

Lemma 2.2 We define u := 532:3 Then,

0, i(s) = (costbr)u L s ) V.

1

D0, Vi (y) = <Sin(91)u + cos(91)> Vi,

T1
Drras Vi(y) = (cos2(91)(u2 ')+ sin?(61) (ﬁ _ %) + 2isin(61) cos(61) (% — E)) Vi,
ooy N

012, Vi (y) = <Sin(91)cos(91) (u2 +u' + i2 - 3) — icos(260;) <i2 - E)) Vi

1 T1 1 1
We obtain the derivatives of V_; by changing i - —i, y — 2, 6 — 6_1, 11 — r—1 and V3 — V_;. We remark
in particular that the first derivatives are of first order % and the second derivatives are of first order ;15 for large
1

values of r;. From [15], we can check that, more generally, we have

DMV < — 7 .
| 1)l AT

(2.3)

Proof With the notation of (2.1) in radial coordinate around dej, the center of V;:

D, = cos(01)r, — S0 5
1

By, = sin(601)d,, + Magl,
T1

we compute directly the first two equalities of the lemma. Now, we compute

sin(6y)

81111‘/1 = Cos(el)ah (811‘/1) - r
1

891 (8961 Vl)



with
O, (05, V1) = (u (cos(@l)u - sin(91)> + cos(6q)u’ + % sin(@)) Wi

1 1

and

09, (0, V1) = <z cos(f1)u + ri sin(f) — sin(61)u — ri cos(91)> Wi
1 1

for the third inequality. We use them also in

cos(f;)
1

81112‘/1 = Sin(ol)ah (8961‘/1) + 891 (8961‘/1)

for the fourth relation, with cos?(6;) — sin?(8;) = cos(26;). O

Now, we compute some basic estimates on V.

Lemma 2.3 There ezists a universal constant K > 0 and a constant K(d) > 0 depending only on d > 1 such that

v K(d)

2

— < —

|1 | ~X (1—‘,—’[")27
K

(+72

0<1—|V]*<

IV(IVIDI <

1 +7)3

and we have
K

(1+7)’

VV|<

as well as
Kd

(1472

VV|<

where ¥ = min(ry,r_1). Furthermore,

ViV <
| | (147)2

and Kd
vl ———.
VV] (1+7)3

Proof For the first inequality, we are at fixed d. Since V = |[V;V_;]e"(®1=%-1) and 6;,6_; are angles from points

separated by 2d, we infer
ei(eliefl) =1+ Ogﬂoo <l> )
'S

and [ViV_q| = 1+ O, (T%) from Lemma 2.1 where O%

T—00

(%) is a quantity that decay in % is at fixed d.

Therefore,

1 2

1=V = 1= [V [ei@—0-02 = ‘K(d)OHOO (;)

From Lemma 2.1, we compute

1 1 K
1=V =1-ViP+ V1= |V_1]>) < K <
i4 VA2 + [V (1= [Vea?) T T o) ST

and

VAV < [FAVDIV-1 -+ VDI < K (s + 7 ) < e



We check that VV = VV1V_1 + VV_1 V1, and therefore, with Lemma 2.2, we have

Furthermore, by Lemma 2.1,

+i_, 1
VVii=—7%¢€y,, +0, Oo(—)
1 i +1 +1— T?ﬁ:l

For 7 > 1 (the last estimate on |[VV/| for 7 < 1 is a consequence of |VV| < (L), since ry1e?+1 = x F déy,

)
cos(f1) cos(f-1) x1 —d B z1+d
1 1 (1 —d? a3 (21 4d)? + 23
L1 2 2 2 2 1 1
_ d 2 2 2 2
= @( TP =71 —7124),
therefore
cos(f1)  cos(f-1) Kd
T1 T -1 = (1 —+ 7:)2
since Tl’fﬂil < % if 7 > 1. With a similar estimation for % — %, we infer
€p, €o_,
Vi € |——-— —
Vv re r_1 (1+7)3
< Kd n
T4+ (1+7)3
. Kd
S 1+

Finally, for the second derivatives, we have for j,k € {1,2}
amjmkv = amjwkvlv—l + 6mjvlamkv—1 + awk‘/lawjv—l + awjmkv—l‘/la
therefore, with (2.3),

K K K K
<

V2V < < —
VYIS G T i as T S A e

We check that —21— < % and }V (L)} < K if 7> 1, hence
1

TIT—1 T41 ri

‘v <cos(91) - cos(ol))‘ __Kd

71 r_1 = (1 +7:)3.

With a similar estimation for V (%191) — %) and Lemma 2.1, we conclude with

21 €, ., K __ _Kd
v V|\}v<r1 T o Saree

d

Now we look at the convergence of some quantities when we are near the center of V3 and d — co. When we
are close to the center of V7 and d goes to infinity, we expect that the second vortex as no influence.



Lemma 2.4 As d — oo, we have, locally uniformly in R?,
V(. +dei) = Vi()Vou (. +2deq) — Vi(L),
E(.4+déi) =0

and

AaV (. 4 del) = —8,,Vi(.).

Proof In the limit d — oo, for y € R?,

Vit aci) =i (140 ()

r—1

by Lemma 2.1, hence

locally uniformly since _; — 0,7_; — 400 when d — oo locally uniformly. On the other hand, since V(z) =
Vi(y)V_1(y + 2dé1), we have

(0aV)(y + dei) = =0y, Vi(y)V-1(y + 2déi) + Vi(y)0u, Vo1 (y + 2dei).
Since 0., V_1(y + 2dé1) = VV_1(y + 2déq7).€1 — 0 locally uniformly as d — oo, we have
9V (.) = =0z, V1(.)
locally uniformly. Finally, from (2.2), we have that
B(z) = =2VVi(y).VVoi(2) + (1= [Vi()[) (A = [Voa (2) ) Va(y) Vo (2)
with the notations from (2.1), therefore, locally uniformly,
E(.+dei) =0
as VV_1; — 0 and |V_1| — 1 locally uniformly when d — oo. O

We now do a precise computation on the term icd,,V, which appears in (TW.)(V).

Lemma 2.5 There ezists a universal constant C > 0 (independent of d) such that if r1,7_1 > 1,
—d?* -3

- 2 1 1
9V gy = <C<—3+3—).
V rirsy YTy

Remark that this shows that the first order term of iaz‘iv is real-valued and the dependence on d of this term

is explicit.
Proof Recall from Lemma 2.2 that for e = +1,

O, Ve = w© cos(0:)Vz 4+ Oy 500 (%) .
1

Te

We have
8x2V _ 8:172‘/1 + 812‘/71

Vv W V_1

and J
Tr1 — €
9 =
cos(6) m_—

yielding

Il

~
7N
&
—
7N
>—lﬁl\.’)|)_l
|

<
\M‘)—l
—
~_
|
QU
7N
=
[l V)

+
<
i~
—
"
~_
+
Q
3

1

8
7N
3| =
=
~_
+
Q
r

1

8
7N
<
IS
4
~_



We compute with (2.1) that

1 1 (m+d?+a3—(r1—d)?—a3  ddn
r?or?, r2r? o2,
and
1+ 1 7(x1+d)2+x%+(xl—d)2+:v§72x%+d2+x%
r2 et rir?, B rer2,
yielding the estimate. O

Finally, we show an estimate on 9,V = 94(Vi(z — de])V_1(x + dei)) = =8, ViV_1 + 02, V_1 VA.

Lemma 2.6 There exists a constant K > 0 such that

K
04V | < —,
VIS TR
K
d4V| <
VoaV] 1 +7)2
and %
Re(VaV)| < .
Re(VOV)| <
Furthermore,
K
a3V <
V] (1+7)2
and %
2VV| < ——.
102V V] (1+7)3

Proof We have that 9,V = —0,,V1V_1 + 0., V_1V1 and from Lemma 2.2,

K K
0., V1| £ < )
9, V1l < TS
Similarly, |0, V_1| < % and this proves the first inequality. Furthemore, for V9;V, every terms has two
derivatives, each one bringing a ﬁ by (2.3), this shows the second inequality. Finally, we compute

Re(VOaV) = —|V_1|*Re(V10,, V1) + [Vi|*Re(V_10,, V_1).

From Lemma 2.1, [Re(V10,,V1)| < ﬁ < ﬁ and |V_1]? < 1. Similarly we have

K

2, (T
_ _ < —.
[[Vi]*Re(V_10,, V_1)| < TR

Furthermore, since 92V = 8%1 ViV_1-20,,V10,,V_1 "’89%1 V_1 V1, with equation (2.3), we check easily the estimations
on 93V and 95VV. O

2.2 Setup of the proof
In the same way as in [8] (see also [17]), we will look at a solution of (TW,) as a perturbation of V' of the form
vi=V(1+9) + (1 -n)Ve?

where n(x) = 7(r1) + 7(r-1) and 77 is a C*° positive cutoff with 7(r) = 1 if r < 1 and 0 if » > 2. The perturbation
is ¥ and we will also use
¢ :=VVU.



We use such a perturbation because we want it to be additive (in ®) near the center of the vortices (where v = V+®),
and multiplicative (in W) far from them (where v = Ve¥). We shall require ® to be bounded (and small) near the
vortices. The problem becomes an equation on ¥, with the following Lemma 2.7, we shall write

nL(®) + (1 —n)VL'(¥)+ F(¥)=0

where L and L’ are linear. The main part of the proof of the construction consists of inverting the linearized
operator nL(®)+ (1 —n)VL'(¥) in suitable spaces, and then use a contraction argument by showing that F' is small
and conclude on the existence of a solution ¥ by a fixed point theorem.

Lemma 2.7 The function v =nV (1 + V) + (1 —n)Ve¥ is solution of (TW..) if and only if

nL(®) + (1 = n)VL(¥) + F(¥) =0,

where @ =V,
L'(0) = —AU — 2¥.V\If + 2|V *Re(¥) — icd,, ¥,
L(®) := —AD — (1 — [V[)® + 2Re(VP)V — icd,, P,
F(U):=E —icd,,V + V(1 —n)(=VU.VU + [V|>S(¥)) + R(T),
with

E=—-AV—(1-|V]))V,
S(W) 1= e2Me(Y) _ 1 — 29%¢(W)

and R(¥) is a sum of terms at least quadratic in U or ® localized in the area where n # 0. Furthermore, there
exists C,Cy > 0 such that the estimate

[R(D)| + [VR(Y)| < Cll®[|Z2 (7<)

holds if ||®[|c2wr2y < Co (a constant independent of c), where ¥ = min(|z — dei, |z +det|) for x € R?. Additionally,
L(®) and L'(¥) are related by
L(®) = (E —icd,,V)¥ + VL'(P).

See Appendix A for the proof of this result.

The main reason for such a perturbation ansatz is because V(dej) = V(—dej) = 0, so we can not divide by V
as done in L’ for instance when we look near the vortices, therefore an additive perturbation is more suitable. But
far from the vortices, the perturbation is easier to compute when written multiplicatively with a factorisation by
V. Remark also that this allows us to take ¥ to explode at de; and —de; as long as ® = VW does not. This is
needed for the norm we use in subsection 2.3.

As we look for ® small (it is a perturbation), the conditions [|®||c2(r2) < Cop will always be true. We need them
because some of the error terms have an exponential contribution in ¥, and not only quadratic. We recall that,
with our notations, V¥.VU is complex-valued.

Remark that the quantity F' contains only nonlinear terms and the source term, which is £ — ic0,,V. Further-
more, contrary to the work [17], the transport term is in the linearized operator, and not considered as an error
term in F'.



2.3 Setup of the norms
For a given o € R, we define, similarly as in [8] and [17], for ¥ = ¥ + iUy and h = hy + ihg, the norms
[Wlsoa = [V¥lc2rcsy
+ [P0 ez + 1PV oo (gray) + [PV || oo (g2
+ Pl (gray + 1T TV oo (grn2y) + 1PV Vo] L (752,

1Bllixoa = [[Vhllorgrgsy
+ TR e g2y + PO VA || L ((r2p)
+ [P T hol| L (grs2y) + 17 VRl L (732

where 7 = min(ry,7_1) (which depends on d). These are the spaces we shall use for the inversion of the linear

operator for suitable values of o.
This norm is not the “natural” energy norm that we could expect, for instance:

[#l, = [ | 1VOF + (1= V)2 + (v,

In particular, we require different conditions on the decay at infinity (with, in a way, less decay). As a consequence,
the decay we have in Theorem 1.1 is not optimal (see [14]). This decay will be recovered later on by showing that
the solution has finite energy. The main advantage of the norms ||.||«,0,q and ||.||x,0.q is that they will allow us to
have uniform estimates on the error, without constants depending on c or d.

We are looking for a solution ¥ on a space of symmetric functions: we suppose that
Vo = (z1,72) € R% W(xy,20) = U(zy, —20) = U(—21, 22)

because V' and the equation has the same symmetries. With only those symmetries we will not be able to invert
the linearized operator because it has a kernel, we also need an orthogonal condition. We define

Za(x) := 0aV (x)(7)(4r1) + 71(4r-1)),

where 7] is the same function as the one used for v: it is a C°° non negative smooth cutoff with 7(r) = 1 if r < 1
and 0 if r > 2. In particular Z4(z) = 0 if 7 > 1/2, which will make some computations easier. The other interest
of the cutoff function is that without it

04V (z) = =0, ViV_1 + 0,,V_1 1
is not integrable in all R2. We define the Banach spaces we shall use for inverting the linear part:
Evod 1=
{2 =VT e C*(R?,C), |V|s,0,0 < +00; (D, Zg) = 0;Vz € R?, U(z1,22) = U(z1, —22) = U(—1,22)},
Evrora = {Vh € CHR?,C), ||h||sx0r.a < +00}

for 0,0’ € R. We shall omit the subscript d in the construction and use only &, o, E4x,o. Remark that &, , contains
an orthogonality condition as well as the symmetries.

Our first goal is to invert the linearized operator. This is a difficult part, which requires a lot of computations

and critical elliptic estimates. The next subsection is devoted to the proof of the elliptic tools use in the proof of
the inversion. In particular, our paper diverges here from [17] (see Remark 2.11 thereafter).

2.4 Some elliptic estimates

In this subsection, we provide some tools for elliptic estimate adapted to L°° norms.

10



2.4.1 Weighted L*>° estimates on a Laplacian problem
Lemma 2.8 Ford >5,0 < o < 1, there ezists a constant K (o) > 0 such that, for f € C°(R?, C) such that

V(l‘l,l'g) (S IRZ, f(:vl,:vg) = —f(:vl, —,TQ)

and with
efa = If(@)(1+7)**| Lo (m2) < +o0,

there exists a unique C*(IR?) function ¢ such that
AC=f

in the distribution sense,

V(Il, IQ) S ]R,2, C(xl,xg) = —C(Il, —.IQ)

and ¢ satisfies the following two estimates:

K(o)efa
2 <L 77 h7
and K(o)
2 < &
Vo € R%, |V((z)| < 1 +7)i+e

See Appendix B.1 for the proof of this result.

Remark here that for a given function f, if it satisfies two inequalities with different values of (ef,4, @), then
the associated function ( satisfies the estimates with both sets of values by uniqueness. Furthermore, with only the
hypothesis f € C°(IR?), we do not have ¢ € C2_(IR?) a priori.

2.4.2 Fundamental solution for —A + 2
We will use the fundamental solution of —A + 2. It can be deduce from the fundamental solution of —A + 1, which

has the following properties.

Lemma 2.9 ([1]) The fundamental solution of —A+1 in R? is 5= Ko(|.|), where Ko is the modified Bessel function
of second kind. It satifies Ko € C®°(R™™) and

Vr > 0,Ko(r) > 0,K\(r) <0 and K{(r)>0.

Proof The first three equivalents are respectively equations 9.7.2; 9.6.8 and 9.7.4 of [1]. The fourth one can be
deduced from equations 9.6.27 and 9.6.9 of [1]. For v € N, K, is C*°(RR,R) since it solves 9.6.1 of [1] and from
the end of 9.6 of [1], we have that K, has no zeros. In particular with the asymptotics of 9.6.8, this implies that
K, (r) > 0. Furthermore, from 9.6.27 of [1], we have K} = —K; < 0 and K{/ = —K| = £oll2 >, O

We end this subsection by the proof an elliptic estimate that will be used in the proof of Proposition 2.17.
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Lemma 2.10 For any « > 0, there exists a constant C(a)) > 0 such that, for any d > 1, if two real-valued functions
U € HY(R?),h € C°(R?) satisfy in the distribution sense

(-A+2)¥ = h,
and
(1 + f)o‘hHLao(]Rz) < 400,

then U € C1(R?) with
C()[[(1 +F)*hl L= r2)
(14 7) '

U]+ [V <
See Appendix B.2 for the proof of this result.

Remark 2.11 Lemma 2.10 is different from the equivalent one of [17] for the gradient, which is equation (5.21)
there. They claim that:
for any 0 < o < 1, there exists C' > 0 such that, if two real-valued functions ¥ € C*(R?), h € C°(R?) satisfy

(-A+2)T =h
in the distribution sense, and
[0+ 7)) Lo mzy + IVE(L+7)*H || Lo (mzy + [[(1 4+ 7) 7Rl Lo (mz) < +00,
then

Cll(1 + 7)™ R Lo (m2)

LS =
[l (14 7)L+e

and .
CIl(1+7) 7 h| Lo (r2)

(1 +7)2te

The main difference they claim would be a stronger decay for the gradient. However, such a result can not hold,
because of the following counterexample:

v | it 2] < 1/e
T) = sin?(r .
: ﬁ | =1/

VY| <

For £ > 0 small enough (in particular such that 1 >
C?), we have

%, and such that % is an integer multiple of 7, so that U, is

11477 h(@)|| L r2) = 11+ 7) (A + 2)¥)(2) ]| = (r2) < Ke

and
11+ P2 [0 (@) [ o rn) > 1/2.

CIA+M) "Rl oo g2
(AFr)2Te

Therefore, taking e — 0, we see that the estimate |V (x)| < L can not hold.

For our proof of the inversion of the linearized operator (Proposition 2.17 below), we did not choose the same
norms ||.||«,0,d and ||.||s«,0’.a as in [17] (at the beginning of subsection 2.3). In particular, we require decays on the
second derivatives for ||.||s,c’,a. Our proof of the inversion of the linearized operator (the equivalent of Lemma 5.1
of [17]) will be different, and will follow more closely the proof of [§].
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2.4.3 Estimates for the Gross-Pitaevskii kernels

We are interested here in solving the following equation on v, given a source term h and ¢ € }0, V2 [:
—iCOp, ) — A + 2Re(¢)) = h.

It will appear in the inversion of the linearized operator around V. See Lemma 2.15 for the exact result. We
give here a way to construct a solution formally. We will highlight all the important quantities, as well as all the
difficulties that arise when trying to solve this equation rigorously.

In this subsection, we want to check that a solution of this equation, with ¢ = 41 + i) and h = hq +iho (where
1,9, h1, ho are real valued) can be written

1 = Ko*hi+cH, (2.4)

with H a function that satisfies
8sz = Kj * hQ,

and
6mj¢2:Gj—cKj*h1, (25)

where similarly G; satisfies
&Cij = (CQLJ‘)}C - Rj)k) * hg,

where, for j, k € {1,2}, £ = (&,&) € R?,

Kol€) = g 2||§|IZ — %3’
Ky(©) = s ;Izj“Z -
L; k(€)= E2(€ f_%ffz — )’
and Foa(e) = %

We will check later on that, for continuous and sufficiently decaying functions h, these quantities are well defined,
and that H, G, 12 can be defined from there derivatives. The Gross-Pitaevskii kernels, Ko, K, L; 1, and the Riesz
kernels R, ; have been studied in [12], and we will recall some of the results obtained there.

We write the system in real and imaginary part:

{ €Oz,h2 — Atpy + 2901 = hy
—Camz’lﬁl — A’lﬁg = hg.

Now, taking the Fourier transform of the system, we have

i€acths + (6P +2)¢1 = b
—i&ocp + €2 he = ho,

( € +2 ick ) v\ _(
_iC€2 |€|2 1/)2 hQ '
Here, we suppose that 1 is a tempered distributions and h € LP(IR?, C) for some p > 1.

Now, we want to invert the matrix, and for that, we have to divide by its determinant, |¢|* 4 2|¢|? — ¢?€2. For
0 < ¢ < /2, this quantity is zero only for &€ = 0. Thus, for £ # 0,

E _ 1 |§|2a /—\ic&ﬁ;/\
o €14 4217 — 265\ (€] +2)ho +ic&ohs )
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which implies that

1/}/\ - |§|2h1 + —icgghQ
1= .
[ 420817 — 263 €1t + 20¢° — 263
2 — o~ ~ . —
With the definition of Ko, we have mhl = KOhl and, deﬁning the distribution H by H = W}lg,

we have, for £ # 0,
T §i&2he
0y, H =
! [€1* +2[¢]2 — 2&3

€ L3/2(R?,C) and thus is a tempered distribution.

R
ik
Remark that T2 e

Now, we have

9o = i€ (1€° + 2)he —cileh
! E1* + 2112 — 263 [§1* +20¢)2 — 2
We check that mﬁ; = —cl?;a, and we compute
62 +2 _L(l_ 8 >_L_Cz &
€1* +20€12 — 2 ¢ €]* + 2[¢]2 — &3 €I €12 (€1* + 21€]2 — 2€3)

i&; (1€1°+2)

et 2le[7—c2eg 2y We have

thus, denoting é\J =
02,Gj = (L — Rjn)ha.

We therefore have that, at least formally, for & # 0, —icOy, ¥ — A/z/J:%Re(w) — h(§) = 0. We deduce that there
exists P € C[X1, X2] such that —icO,,¥ — Ay + 2%Re(yp) — h = P Now, if the function ¢ and h are such that the
left hand side is bounded and goes to 0 at infinity, this implies that P = 0. This will hold under a condition on A
(which will be fR2 he = 0 and some decay estimates, that ¢ will inherit). Another remark is that v is here in part
defined through its derivatives, and we need an argument to construct a primitive. See Lemma 2.15 for a rigorous
proof of this construction. Remark that —icd,,1 — Ay + 29¢(1)) = 0 has some nonzero or unbounded polynomial
solutions, for instance ¢ =i or ¢ =ixy — 3.

The kernels Ky, K; and L, have been studied in details in [12], [13] and [14]. In particular, we recall the
following result.

Theorem 2.12 ([12], Theorems 5 and 6) For K € {Ko, K;, L;x} and any 0 < co < \/2, there exist a constant
K(co) > 0 such that, for all 0 < ¢ < ¢y,
K (co)

K <
M@ < G T e

and
K(co)

P2 (1 + |2])3/2

Proof This is the main result of Theorems 5 and 6 of [12]. We added the fact that the constant K is uniform in
¢, given that ¢ is small. This can be easily shown by following the proof of Theorem 5 and 6 of [12], and verifying
that the constants depends only on weighed L* norms on K and its first derivatives, which are uniforms in c if
¢ > 0 is small. The condition ¢ < ¢ is taken in ordrer to avoid ¢ — v/2, where this does not hold (the singularity
near £ = 0 of K changes of order at the limit). Furthermore, the factor 1/2 for the growth near x = 0 is not at all
optimal, but we will not require more here.

Remark that the speed in [12] is in the direction €1, whereas it is in the direction €3 in our case, which explains
the swap between & and &7 in the two papers. O

[VE(2)| <

We recall that # = min(ry,7_1) with r41 = |z F de_1>|. We give some estimates of convolution with these kernels.

Lemma 2.13 Toke K € {Ko, K;, L;;} and h € C°(R?, R), and suppose that, for some a > 0, |h(14+7)*|| Lo (r2) <
+00. Then, for any 0 < o' < a, there exists C(a, ') > 0 such that, for 0 < ¢ < 1, if either
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—a<?2
— 2<a<3,V(xy,x) € R% h(—21,29) = h(x1,22) and f]RQ h=0,

then

Cla, a)[[A(1 4 7)o (r2)

K xh| < ——
| | (14 7)e

Furthermore, if oo < 3 (without any other conditions), then

C(a, a’)||h(1 =+ f)aHLoo(]Rz)

<

See Appendix B.3 for the proof of this result.

The symmetry and fW h = 0 in the case 2 < a < 3 could be removed, if we suppose instead that f{m1>0} h =
f{m1<0} h = 0. In particular, if we suppose that V(z1,22) € R? h(z1,72) = —h(z1,—x2), then the condition
gz I = 0 is automatically satisfied.

We complete these estimates with some for R; ;.

Lemma 2.14 Take h € C*(R? R) with Vo = (x1,22) € R? h(—z1,22) = h(x1,72), and suppose that for some
a >0, [[A(1+7)%|peome) + [VA(1 +7)%|| Lo (r2y < +00. Then, for any 0 < o' < a, for 0 < c <1, if either

- a<?2
- 2<a<3 andf]RQh:O,
then, there exists C'(a, ) > 0 such that

o, o)([Ih(L + )| (r2) + [ VAL + 7)1 me))

Ripxh| < —
|Rj 1 * hl (1+7)e

See Appendix B.4 for the proof of this result.

We can now solve the problem

—ie0p1h — A + 2%Re(v)) = h,

/]R2 Jm(h) =0

in some suitable spaces. We define the norms, for 0,0’ € R,

[¥lg.000 = (1471l Lo mz) + (1 +7) TV || oo (m2)
+ 1+ 7TV | Lo (mey + [|(1 4 )72 Lo (R2)
+ U+ AV Lo (me) + 11+ 7)* TV ]| Lo (m2)

and

IBllo.ose = N +7) 7 hallpsma) + (1 + 5> Vha| L= (g
+ @+ ) hgl| poer2) + (1 + )27 V|| oo (r2),
as well as the spaces
£ = {1 € C*(R?, 0), [[¢¥[l9,0,00 < +00,Y(21,22) € R?, (1, 22) = (a1, 22)},
and

Q%O®1a,/ = {h (S Cl (IR,2, @), ||h||®®7g/7oo < +OO,V($1, IQ) S ]R,2, h(.Il, IQ) = h(—fEl, IQ)}
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The norms ||.||g,0,00 and |||+, differ only on {7 < 3}, and £, has one less symmetry than &, ,, but they are
equivalents at infinity in position. Same remarks hold for ||.|gg,0/,c0 and ||.|[s+,o- and their associated spaces.
Remark that if x > 0 is a smooth cutoff function with value 0 on {7 < R/2} and 1 on {7 > R}, then for any o € R,

[¥]l+.0 < K(R,0)[[VYllc2(gr<ry) + KlIx¥l@.0.00- (2.6)

Lemma 2.15 Given 1 > o' > 0 > 0, there exists Ki(0,0') > 0 such that, for any h € £ . with [z, Jm(h) =0
and 0 < ¢ < 1, there exists a unique solution to the problem

=10y, t0 — A + 2Re(¢0) = h,
in £, This solution ¢ € £, salisfies
[¥]l0.0.00 < K1(0,0") Ml 0.0 00

Furthermore, if instead o €] —1,0[ and 1 > o' > o, there exists then Kz(0,0") > 0 such that, for any h € g%

with ¥(z1,29) € R?, h(x1,x2) = h(x1, —2), there exists a unique solution to the problem
—ic0z, ) — Atp + 2Re(v) = h
in {¥ € X, V(x1,12) € R, W (w1, 20) = W(z1,—x2)}. This solution ) € &, satisfies
[¥]l@,000 < K2(0,0")|A]|log,07,00-

The case o €]—1,0[ is particular and such a norm will be used only in the proof of Lemma 2.18 (if ||¢||g,5,00 < +00
for ¢ < 0, the function 1 is not necessarily bounded for instance). Remark that the condition [y, Jm(h) = 0 is
automatically satisfied if V(z1,22) € R?, h(z1,22) = h(z1, —22).

Proof For 1> ¢’ >0 > —1, we write in real and imaginary parts h = hy + iho. We define, for j € {1, 2},

\I}l,j = Ko * 6mjh1 + CKj * ho.

If 1 >0 >0 >0, since 9y, h1,hy € L*(R?) (because o’ > 0 and h € Exnor)s and [poho = [poyhy = 0, by
Lemma 2.13 (applied with 0 < @« =2+ 0’ < 3,0 < o =2+ 0 < ), the function ¥ 5 is well defined and satisfies

K (o, o) |Mle@.0.00

VU S "
VWi of + Wy 2] (T +7)2te

This result still holds if 0 €] —1,0[ and 1 > ¢’ > o0, since 0 < a =2+ 0’ < 3,0 < &’ =2+ 0 < a. We check, still
with Lemma 2.13 (applied with 0 < o =2+40' < 3,0 <o’ =2+ 0 < ), that ¥y ; is well defined and
K(o,0')|h]2g,0',0

(14 7)2+e

VT, 4] <

If o €] — 1,0[, we have |¥y ;| < % by Lemma 2.13 (2 + o < 2). But since 9,, hy is not even in x1, we

can not apply Lemma 2.13 to estimate W, ; with the same decay in the case o > 0. However, following the proof
of Lemma 2.13, we check that the estimate holds if |« + déj| < 1 or |z — deé1| < 1, and that otherwise

K(Uv U/)”h”@@,a’,oo

0y, < L + K@+ dey) / O, h(y)dy + K (z — déy) / O, h(y)dy| .
(1+7)2+ (m<oy 0y
Since
/ 3zlh(y)dy:—/ 3zlh(y)dy:/ h(0, y2)dys2,
{y1<0} {y1=0} R
and
||h||®® o’ ,00 / dys /
R0, yo)dys| < | LNE00 4 < | hlloporce | < K(0,6")¢ |hllog.orco
[ 10| < [ Btz < s [ s < Ko oo
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we have

Ka+de) [ o,hly)dy+ Ko —de) [ onhla)dy
{y1<0} {y120}

< K(o,0")|K(x +dér) — K(z — dé1)|e?||hllos.o7 00
By Theorem 2.12, if |z + déi|, |z — dé1| > 1
K K K
73 T >3 S 7>
(14 |z +der|)? (14 |z —der])? = (1+7)?

|K(z + déy) — K(z — déy)| <

and, if 7 < 3d,

K Kd
K det) — K(z — déy)| < < 3>
|K (x + déy) (z — dé1)| A+rr2 S (1173
or if 7 > 3d,
Kd
K(x+de)) — K(x—de))| < Kd s VK(z +veéel)| € ——,
| K (z + déy) (z — dey)| ue[ljs,d]| (v +vey)l (1+7)3

therefore, by interpolation,

K (2 + dé) — K(z — déy)| < <ﬁ>” < <(1fi)3>g <G ff;+

We deduce
Ka+de) [ onht)dy+ K@—da) [ o, by
{y1<0} {y1>0}
< K(o,0')|K(x +déy) — K(x —dé1)|c?||hllos.or 00
K(o,0')(dc)”
< Wﬂhﬂe@@,o’m
K(o,0')

< W” le®.07,00-

Combining the previous estimates, we conclude that, for j € {1,2},
K(o,0')|hos,0 00
(14 7)%te '

Let us show that ¥y ; € C'(R?, C) by dominated convergence theorem (it is not clear at this point that V¥ ;
is continuous). For z,¢ € R?,

VU |+ P, < (2.7)

V(@ +e) = VI ;(2)

VEo(y)(0z,h1(x + € —y) = 0z ;b (x — y))dy,
R2

b e [ VK)o +e—9)  hale — y))dy,
R2

We check that for any y € R?, 0, ,h1(x +€ —y) — O, hi(x —y) = 0, ho(x + & — y) — ho(z — y) — 0 pointwise when
le| = 0 (by continuity of ., h1 and hy), and
IVEo(y)(0r;ha(z +& —y) = O,z — y))|
+ dVE;(y)(ha(z + € —y) = ha(z —y))|

|VEo(y)| 240’
< ) oo (R2
X K(U) (1+F(x_y))2+g/Halﬂghl(l—i_r) HL (R2)

| VK;(y)| 240!
+ K(U) (1 ¥ 7:( y))QJra-/ Hh2(1 + T) ||L°°(]R2)

VK, s
< K)o S 10, 1 P

C VK - o'
b Ko SO 14 724 ey € LU R?)

U+ ()2t
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for |e] < 1 and a constant K (o, x) > 0, giving the domination.

Now, we check, by taking their Fourier transforms, that 9,, V1 2 = 9,,¥; 1 € L*(R?, C) (see the computations

Uy

o on any closed curve of R?
1,2

at the beginning of subsection 2.4.3), and thus the integral of the vector field
is 0. For a large constant D > 0, taking, for 1 € R, the path

{(z1,9).y € [-D, DI} U{Y = (y1,52) € R, |(21,0) = Y| = D,y1 > 0},

. K(o,0")||h o oo
since |\I/112| g % and

(147)2+e
K " h
/ Wra] < % =0
(Y =(v1.42)€R2.|(21,0) Y |=D.y: >0} D
when D — oo (since 1 + o > 0), we deduce that
—+oo
/ Uy (21, y2)dy2 = 0. (2.8)

We then define for (x1,z2) € R?,
x2
Y1 (21, 22) = / W1 2(z1, y2)dyo,
—+oo
and thus, if zo < 0,

T2
(1, 22) = / U1 9(z1, y2)dys.

With (2.7), we check that ¢, € C*(R2, C), and by simple integration from infinity using the equations above (with
7 = min(|z — d.e1], |z + d.e7|), and since 1+ o > 0), that
K(o,0)||hllgs.0" 00

(14 7)tte

[91] <

Furthermore, we check that
Oryth1 = W12 € C1(R?, C),

and (by taking their Fourier transforms)
Oyt = W11 € CH(R?, C),
therefore ¢; € C?(R?, C), and by (2.7),

K(o,0")|[hllgo.o,
(14 7)2te

[Vipi| < [Wr1] + [P12] <

For j, k € {1,2}, we have (fﬁjwkwl = 0y, W11, thus, by (2.7),

K(o, UI)HhH@@,U’,OO

21| <
V3] < (1+7)2te

Now, we define
\Ifg)jﬁk = (C2Lj7k — Rj)k) * h2 — CKj * amkhl
In the case 1 > o’ > o > 0, 9y, h1, ha € L'(R?) and since [, ho = [g2 0z,h1 = 0, by Lemmas 2.13 and 2.14 (for
a=2+0 <3,d =2+ 0 < «, and the same variant for K; * 95, h1 as in the proof of (2.7)), this function is well
defined in L>°(RR?, C), and satisfies,
K (o, o) Mo,
(14 7)%te

W 14| < (2.9)
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We check, as for the proof of (2.7), that this result holds if o €] — 1,0[ and 1 > ¢’ > 0.

Remark here that we do not have W5 ;;, € C'(R? ©), since in Lemma 2.14, the estimate on R;j * ho uses
Vhs in the norm (showing that W5 ;, € C1(R?, C) would require estimates on V2hsy). However, we have that
Uy ik € C°(R? C) by dominated convergence and continuity of hy and 9., h;y (as for V¥ ;). Furthermore, we
check (by taking their Fourier transforms) that 0, U2 j2 = 0z, V2 ;1 in the distribution sense. We infer that
SRS
Wo 2
Xn * \112,_]’,17 Xn * \112,]}2 € ct (]R'27 (D)u

the integral of < ) on any bounded closed curve of R? is 0. Indeed, taking x, a mollifier sequence, then

Oy (Xn * W2,52) = Oz, (Xn * Wa51) = Xn * (O, Vo 52 — 02, W2 1) = 0,

Xn * Vo 51

therefore, for any closed curve C, the integral of the field
Xn * W2 jo

) is 0. Using xp * Wo jr — Vo ;1 pointwise

(by continuity of ¥y ;1) and the domination

[Xn * W2 51l Lo ®2) < [[W2,51] Lo m2) < +00,

we infer that this result holds for ( Y51 ) We deduce, as for the proof of (2.8), that
2,7,2

“+o0
/ W2j.2(21, y2)dy2 = 0. (2.10)

We then define for (z1,22) € R?,j € {1,2},

T2
‘1/2,3'(331,362):/ Uy j2(21,y2)dy2,
—+oo

and if zo < 0, by (2.10),
Z2
Uy (w1, x2) = / Uy j2(x1,y2)dys.

— 00

With arguments similar to the proof for ¥y ;, we check that U5 ; € C'(R?, €) with 9,, Vs ; = Us j 1,

K(0,0")||hllg@,0",0
(147t 7

|Wa ;| <

as well as ,
K(o,0')||hles,o 00

(14 7)2+e
Finally, since 0;, Voo =Woo1 = Vo190 =0,,Va21 € L?(R2, ) (by taking their Fourier transforms, it follows from
Rjr =Ry j, Ljjr = Li; and f(jgk = kaj), we have, as before, that

IV, <

—+oo
/ Uy 2(z1,y2)dy2 = 0.

— 00

We define

T2
1/12(171,172):/ Vo o(21, y2)dy2,

—+o0
and thus, if x5 < 0,

T2
1/12(361,332):/ Uy o (21, y2)dy2.

— 00

We check, as previously, by integration from infinity, that ¢, € C?(R?, C), a%;m,ﬂ/@ =Wy %, and

K(o, UI)HhH®®,U’,OO
(14 7)%te ’

|V29ha| <
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K(o, UI)HhH®®,U’,OO
(1+ 7)o ’

[Vpa| <

as well as (if o > 0)

K(Uv U/)”h”@@ o’,00
< .
|2/J2| (1 +T)g
Remark that if h satisfies V(z1,22) € R?, h(x1,72) = h(z1, —x2), then by the definition of 1; and 1o above, for
¥ = 11 + ithe, we have that V(z1,72) € R2,¢(x1,22) = (21, —x2). Therefore, in the case o €] — 1,0, since
V(x1,72) € R2,99(x1,22) = —tha(w1, —x2), we have 1o(x1,0) = 0, and we integrate Vi)y from the line {z = 0}
instead of infinity to show that |i)s] < %.

We deduce that, in either cases, ¥ = 91 + 192 € £g7,, and it satisfies

1]

Now, let us show that —icO,,1 — Ap+2%Re(y)) = h. From the computations at the beginning of subsection 2.4.3, we
check that the Fourier transform (in the distribution sense) of both side of the equation are equals on {£ € R?,¢ # 0}
(remark that they are both in LP(IR%, C) for some p > 2 large enough). This implies that

®.0,00 < K(0,0")||h]|o®,07 00-

Supp (—z’c@mdj — AY + 29Re(y) — h) c {0},

and thus —icd,,v — Ay + 2Re(v) — h = P € C[X;, Xs]. With the decay estimates on ¥ and h, we check that P is
bounded and goes to 0 at infinity (since 0,0’ > —1), thus P = 0. ~
Finally, if ¢ € £, satisfies —icO,,1 — A + 2Re(¢)) = h, then ¢ — ¢ € C*(R?, C) and

(—icdp, — A+ 20e) (1 — ) = 0.

With the computations at the beginning of subsection 2.4.3, since ¥ — 1/3 is a tempered distribution, we check that

—_—

Supp ¢ — ¢ C {0}, therefore ¢ —1) = P € C[X1, Xp]. If ¢ > 0, since ¥ —1 goes to 0 at infinity, P = 0. If o €] —1,0],

then P =i\ for some A € R (JRe(y) —¢) — 0 at infinity and 7~ 7Im(¢) — ¢) is bounded), and by the symmetry on
1,1 we have in that case, A = 0. This shows the uniqueness of a solution in £g7, (with the symmetry if o €] —1,0]),
and thus concludes the proof of this lemma. O

2.5 Reduction of the problem
2.5.1 Inversion of the linearized operator

One of the key element in the inversion of the linearized operator is the computation of the kernel for only one
vortex. The kernel of the linearized operator around one vortex has been studied in [7], with the following result.

Theorem 2.16 (Theorem 1.2 of [7]) Consider the linearized operator around one vortezx of degree ¢ = £1,
Ly.(®) == —A® — (1 — [Vo[*)® + 2%Re(V-D) VL.

Suppose that
903, = [ | IVOP + (1~ [P0 + ReA(To) < +oc
€ R2

and
Ly, (®) =0.

Then, there exist two constants c1,ce € R such that

@ = clawl‘/é‘ + C2am2‘/;:'
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This result describes the kernel of Ly, that will appear in the proof of Proposition 2.17. It shows that the kernel
in Hy, := {® € H}. (R?),|®|/x,. < +0o} contains only the two elements we expect: 9y, Vz,dy,Vz, which are due
to the invariance by translation of (GP). One of the directions will be killed by the symmetry and the other one
by the orthogonality.

Now, we shall invert the linear part nL(®) + (1 —n)VL'(¥). We recall that ® = V'¥. We first state an a priori
estimate result. We recall the definitions, for o, ¢’ €]0, 1],

5*,0,11 =

{d =V € C*(R? C), ||V s0.da < +00; (B, Zg) = 0;Vr € R, (21, 20) = U(21, —29) = VU(—1,72)}

and
5**,0/,(1 = {Vh € OI(R27 (D); ||h||**,a",d < —|—OO},
with
[¥)s00 = IV¥lc2igay
+ 1P| e (grm2y) + 1PV oo ((rm2y) + 17TV oo (732
+ 7ol L (rzay) + 17TVl L (grmay) + 1777V | oo o2y,
[Allesora = [Vhllergirgsy
P b e grsay) + 17277 Vha || L (rs2y)
+ P hol e (grzay) + 1725 Vi Lo (523

Proposition 2.17 For 1 > o’ > o > 0, consider the problem, in the distribution sense

nL(®)+ (1 —n)VL'(¥)=Vh
O=VV €&, Vheuo.

Then, there exist constants co(o,0’) > 0 small and C(o,0’) > 0 depending only on o and o', such that, for any
solution of this problem with 0 < ¢ < ¢o(0,0’), % < ed < 2, it holds

[¥+.0,a < Clo, 0")[lss,00 a-

Proof This proof is similar to the ones done in [8] for the inversion of their linearized operator. The main difference
is that we have a transport term. Fix 1 > ¢’ > ¢ > 0. We argue by contradiction. Suppose that for given 1 > ¢’ >
o > 0, there is no threshold ¢g(o,0") > 0 such that, if 0 < ¢ < ¢o(0,0”) we have | V||, 5.0 < C(o,0")||h|lsx,07.d. We
can then find a sequence of ¢, — 0 (and so d,, — o0), functions ®,, = VU, € &, , and Vh,, € &, solutions of
the problem and such that

1|

*,0,dn = 1

and
th”**,a',dn — 0.

We look in the region ¥ := {z; > 0} thanks to the symetry ¥(z1 z2) = U(—x1,22). The orthogonality condition
of &, becomes 2Re [, ®,Z4, = 0.

Step 1. Inner estimates.

The problem can be written (using VL'(V,,) = —(E — icp0z, V) ¥y, + L(P,,) from Lemma 2.7) as
Vhy = L(®y) — (1= 1)(E — icpds, V)W,

First, we recall that V' and F are depending on n. The sequence (@, (. + dne_f))ne]N is equicontinuous and bounded
(1 = ||¥,]« 0.4 controls ®,, and its derivatives in L>°(IR?) uniformly in n).
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Such a function ®,,, as a solution of
AD, = —(1 - |[V])D, + 2Re(VD,)V — icOp, @, — (1 — ) (E — icp0p, V)V, — Vhy, (2.11)

in the distribution sense, by Theorem 8.8 of [10] is HZ .(R?) (since the right hand side is C°(IR?)). Furthermore,
still by Theorem 8.8 of [10], we have, for x € R?,

1@nlli2(B1)) < K(|Pnlla1(B(e,2) + [AP] 22(B(2,2)))-

By [[Wyll+,0,a = 1, the quantities ||®,[| Lo (B(2,2)), IV PnllLo(B(x,2)) and [|A®y, || L (B(2,2)) are bounded by a constant
independent of n. Therefore, (®,,),en is bounded in HZ (R?).

We deduce, by compact embedding, that there exists a function ® such that &, (. + d,e1) — ® in H} _(R?) (up
to a subsequence).

Now, since L(®,,) = —A®,, — (1 — |V|?)®,, + 2Re(V®,,)V — icd,,P,,, we have, in the weak sense,
AD, +Vh, =—(1— |V, +2Re(VP,)V — icp0p, ®p — (1 — 0)(E — icp0z, V)P

therefore A®,, (. + dnei) + Vhn(. +dpei) is equicontinuous and bounded uniformly and then, by Ascoli’s Theorem,
up to a subsequence converges to a limit [ in C2_(IR2). Since Vh,(.+d,ei) — 0 in CIOC(IR?) by [|Anlsx,0r.a — 0 and
A®, (. +dnei) — Ad in the distribution sense, this limit must be A® (in the H, }(R?) sense).

We have locally uniformly that Vh,(. + d,e7) — 0 because ||y ||ls.0r.a — 0 and [V| < 1, and we have, from
Lemma 2.4, that E(y + dnei) — 0 and V(y + dne;) — Vi(y) when n — oo locally uniformly. Lastly, 8,,®, and
(1 =1)0,,V¥,, are uniformly bounded in R? independently of n. Therefore when we take the locally uniform limit
when d,, — oo in

(Vhn)(y + dnet) = (L(®n))(y + dnei) — (1 = n)(E — icpn0u, V)W) (y + dned),

we have (in the distribution sense)
Ly, (®) = 0.
Using 04V (. + dei) — —8,, Vi (.) locally uniformly from Lemma 2.4, we show that

0= 29%/ B, Zg — 2(®i(./4),, V1)
>

since Zg is compactly supported around 0 when we take the equation in y + dnei. The problem at the limit n — oo
becomes (in the H_!(IR?) sense)

{ LVI )
(@7 z)arlvl

with ® = V4 (since V (y + de7) — Vi(y) from Lemma 2.4).
Let us show that ||®[|z,, < +oc. For that, we will show that

|(I)n|2 237 —
Vo, |+ —— + RZ(Vi(. — dpe1)®,,) < K(o),
~/B(dne_1>,di/2) | | (1+7)? (Vi c1)®n) ()

where K (o) > 0 is independent of n, which shall imply (by Lemma 2.3)

P, |? —
|2 glimsu/ V¢n2+7| - +Re(Vi(. — dpe})®,)? < K(o) < +00.
[0, <tmow [ VO G+ (TR i) < K (o)

First, ®,, € C?(R?) hence ®,, € H}_(R?). We have

V@, | < 2|V 2T, |% 4 2|V, %V ]2,
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with [VV1]2 = Oy 00 (T )byLemmaQ 2,and, in B(d, e1,d 1/2) 0,2 <
Therefore since ||, ||+0a < 1,

K
Ve, |* < / ——- < K(0).
/B(dne_{,d}/?) | | Bldne, dl/z) (1 + 7‘1)2+2<7 ( )

e 1Pnll2 0.0 [V < rgeess [ €all2 5.0

2
In addition, in B(d,e1,d 1/2) @2 = V1|2, |* < WH‘I’ H*Ud hence (1@2‘1)2 < (1”52”0 and
@, / K
T+r)2 S s < K(0).
/B(dnehdl/z) (14+7r)? B(dnat,dY?) (14 r)2+20 (o)
Lastly, still in B(d, 617(11/2) by Lemma 2.3,
Vi K
2 _ 4 2 4 9

Re(V1®,)? = [Vi[*Re(V_10,)? < Vi (Re(T,,)2 + (1 — [V )0, [%) < < T

giving the same result. We then have ||®| g, < +o0, therefore, we can apply Theorem 2.16. We deduce that
® =10, V1 + €20, 1

for some constants c1,cs € RR.

Since Vo € R?, W, (z1,22) = W, (21, —22), we have Yy € R? ®(y1,y2) = ®(y1, —y2). The function d,,V; enjoys
also this symmetry, therefore so does c20,,V1. It is possible only if ca = 0. The orthogonality condition then

imposes
cl/|8w1V1 ( )dy—O

D, (. +dner) = 0

inCL.(R?). By equation (2.11) and standard elliptic estimates, this convergence also hold in C2 _(R?). The same
proof works for the z coordinate (around the center of the —1 Vortex). As a consequence, for any R > 0, we have

implying that ¢; = 0. Hence

[®nll Lo (tr<ry) + IVl Lo (rcry) + V2Pl Lo (7<ry) — 0 (2.12)

as n — oco. With this result, to obtain a contradiction (which will be || ¥, ||«,0,a — 0) we still need to have estimates
near the infinity in space.

Step 2. Outer computations.

Thanks to the previous step, we can take a cutoff to look only at the infinity in space. For R > 4, we define xr
a smooth cutoff function with value xg(z) = 1if 7 > R and xg(z) = 0 if 7 < &, with |[Vxg| < £. We then define

\i/n = XR\I/n;

iln = XRhn

and we choose xr such that U, and hy, enjoy the same symmetries than ¥,, and h,, respectively. We compute on
R2\(B(d,ei,R) U B(—d,ei, R)): i
V¥, = VxrY, + xrVY, =VU,,

AU, = Axg¥, + 2VxrVY, + YA, = AT,

We deduce that ¥, € &g, and hn € &S50 Dy (2.6), since ¥, € C*(B(dnei,R) U B(—dnei,R),C), h, €
CY(B(dnei, R) U B(—dyei, R),C) and, outside of B(dnei,R) U B(—dnei,R), ¥, = ¥, with [¥y]. 04, = 1,
as well as hy, = hy,, with || Ay «x,07.d, — 0 when n — oo. In particular,

”Bn”@@,a’,oo = 05%00(1)7
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where off | (1) is a sequence that, for fixed R > 4, goes to 0 when n — oo (it also depends on o and o).

Since xg =1 on R2\(B(dnei, R) U B(—dyei, R)), we have there L'(¥,,) = h,,. Therefore, we can write that in
R? that L'(¥,,) = hy, + Loc(¥,,), with

Loc(¥y) i= =X L(VE,) + (1= ) (L (xa¥n) = L' (¥2)),

a term that is supported in R?\(B(d,ei, R) U B(—d,ei, R)). By (2.12) and ||y |lsx.0r.a, — O when n — oo, it
satisfies

| Loc(¥n)lles,07,00

K(R)|| Loc(¥y,)|| o1 (r2\(B(dnet, R)UB(—dnel R)))

K(R)||®nllc2(r2\(B(dnet, R)YUB(—dnel, R)))

= of',_ (1.

We recall that L'(¥) = —AW¥ — 25X VU + 2|V [*Re(¥) — icd,, ¥, therefore

NN

— AV, — iy, U, + 2%e(V,,) = h,, 4+ Loc(¥,,) + 2¥.v¢1n +2(1 — [V|*)Re(T,,). (2.13)

We define oV
R, := hy + Loc(¥,) + 27.v\ifn +2(1 = [V|®)Re(T,).

Let us show that h!, € &%, 0 With

HiL;zH®®,U’,oo < 07]7,%%00(1) +0Rr—0(1),

where op—,0(1) is a quantity that goes to 0 when R — oo (in particular, independently of n). By Lemma 2.15,
(the condition fR2 Jm(h!) = 0 is a consequence of the symmetries on h,, and ¥,,), this would imply, with equation
(2.13) (and since ¥,, € £Z,), that

”\i]”@),a,oo < 05%00(1) +OR—>OO(1)' (214)
This estimate has already been done for the terms Loc(¥,,) and hy. Therefore, we only have to check that

< Or]?%oo(l) + OR—>OO(1)'

Vo - -
sz—.vwn +2(1 — [V[*)Re(T,,)
14 ®R,0’,00

First, remark that the term (1 — |V|?>)%e(¥,,) is real-valued. By Lemma 2.3,

K

_ 2 2 <

and with (2.12), ¥,, = ¥, in {F > R}, ||¥,|

wo=10<0<0 <1,
(147 (1= [VI)Re(T) || L (r2)

(1 47)+e
(1+7)3+e

n—r oo

< of (1)+K‘

Lee({72R})
< Orjfﬁoo(l) +0R—>00(1)
and

(1 + 72+ V(1 — |[V)Re(D))| L (r2)

< A+ APV (VIDRD) | oo (rey + [[(1 4+ 72T (1= [VIDR(VP)|| L~ (me)
14 7)2+’
< R 1 K (7
Onﬂoo( )+ | (1_’_7';)3-1-0 }
Lo ({7>2R})
< 07}3400(1) + OR—>OO(1)'
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This concludes the proof of

121 = [VI)Re(Vn) [ @®,0" 00 < 0ns00(1) + 0R00(1)-

Now, we compute

VW W% vV,
7(90)— " (y) + V. (2),

and recall, by Lemma 2.1, that VV,(z) = ieV.(x )IIIQ + O (&) for e = +1. We deduce that, far from the vortices
(for instance on R?\(B(de7,4) U B(—dej,4))), we have

\YA% . yt ozt 1 1
7(!%)_2(T_%_z +Or1—>oo E +OT71—>oo E .

In particular, the first order of % is purely imaginary, and the next term is of order %3 + T% We check in
1 —1
particular, using Lemma 2.3, that on R2\(B(dej,4) U B(—det,4)),

oo (55)| o ()
} (1+7) ij(vvv)’Jr}( T) V%e(vvv)’

2.12), ¥,, = U, in {F > R}, |¥fso =1and 0 <o <o’ <1,

H(1 + 7)1 Re (V—VV V\IJ)

N+

Therefore, with R > 4, equation

—~

LOO(R2)
(1 47)t*e
(1+7)>e

N
Q
s}

oo (1) +K‘

Le({r>R})
o

N

7}1%—>oo(1) + OR—o0 1)

H(1+ 2+ TRe (— vm)

L>~(R?2)
(1 47)**

< of N+ K|—F—
On—»oo( )+ ‘ (1_|_,,Z)3+a'

Lo ({F>R})
< Og—wo(l) + 0R—>OO(1)7

Vv
H(1 +7)2T7 Jm (V— V\I!)
V Lo (R2)
14 = \a% -
< H(1 + 7)2T7 Jm (— Re(VY) H (1+7)%T7 Re ( ) Jm (V)
4 L>(R?) 4 L>(R?)
(1 +7)27 (1+7)27
< oL ()+K - + K| ~——
n—oo 1 + 3+o 1 + 3+o
DT e ey SRR PTE
< Or]?%oo(l) + OR%OO(l)v
and, with a similar decomposition,
/ VvV _ =~
H(l +7)2T7 VIm (—.W) <o, (1) 4 orsoo(l).
This conclude the proof of H2V—VV.V\TJH <o, (1) + 0pe(l), and thus of (2.14).

®®,0’,00
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Step 3. Conclusion.

We have || 0, |

wodn < K(R)|[Pnll 2 gr<ry) + K||W,|l«.0.0, by (2.6), therefore, with equations (2.12) and (2.14),

1%, < 0o (1) + 0Rs00 (1).

If we take R large enough (depending on o,0’) so that op—c0(1) < 1/10 and then n large enough (depending on
R,o and o’) so that off , (1) < 1/10, we have, for n large, ||V, ||« s.4, < 1/5, which is in contradiction with

W]

*,0,dn = L.

2.5.2 Existence of a solution

At this point, we do not have existence of a solution to the linear problem

nL(®)+ (1 —n)VL(¥)=Vh
Dby, Vh € Eisor,

only an a priori estimate. The existence of a solution is done in Proposition 2.20, its proof being the purpose of
this subsection. In [8], the existence proof is done using mainly the fact that the domain is bounded. We provide
here a proof of existence by approximation on balls of large radii for a particular Hilbertian norm. Given ¢ > 0 and
a>10/c?, we define

H, =

Jm? (V)
®=Q.V € HL.(B(0,a), |®F. = @31z +/ VU2 +ReA(V) + — s b,
{ loc(B(0,0)), [| @7, = 1151 (173} {m}m{r@}l | (V) L+

and we also allow a = +00. We first state a result on functions in H...

Lemma 2.18 There exists co > 0 such that, for 0 < ¢ < ¢y, 0 < 0 < o' < 1, Vh € &y, if a function
® € Hy NCY(R?) satisfies, in the weak sense,

nL(®) + (1 —n)VL(¥) = Vh,
and ® =V, (VU, Z;) = 0;Vx € R, U (x1, 22) = U(x1, —22) = WU(—x1,22), then
el
See Appendix B.5 for the proof of this result.

The next step is to construct a solution on a large ball in the space H,.

Lemma 2.19 For 0 < ¢’ <1, there exists co(0") > 0 such that, for 0 < ¢ < co(0”), there exists ao(c,0’) > 13 such
that, for Vh € Evx o7, a > ao(c,0’), the problem

nL(®)+ (1 —n)VL(¥)=Vh inB(0,a)

e H, ®=VU (VT,Z;) =0;Vx € B(0,a), ¥(x1,22) = ¥(x1, —22) = ¥(—21,22)
®=0 ondB(0,a)

(Vh, Zg) =0

admits a unique solution, and furthermore, there exists K(o',c) > 0 independent of a such that

@], < K (0", c)l[Allwx,o-
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Here, a > 10/c? is not necessary, the condition a > 10/c should be enough. However, this simplifies some
estimates in the proof, and it will be enough for us here. Here, we require (Vh,Z;) = 0 in order to apply the
Fredholm alternative in {¢ € H}(B(0,a)), (¢, Z4) = 0} to show the existence of a solution.

Proof We argue by contradiction on the estimation. Assuming the existence, take any 0 < ¢’ < 1, and choose
¢o(0’) > 0 smaller than the one from Proposition 2.17, and 0 < ¢ < ¢p(c’). Suppose that there exists a sequence
an > (12—8, an — oo, functions ®, € H,,, ®, = 0 on 9B(0,a,) and Vh, € &.., such that ||®,|g, = 1,
hnllix,0r = 0 and nL(®,,) + (1 —n)VL(¥,) = Vh, on B(0,ay,). In particular, remark here that ¢ is independent
of n, only the size of the ball grows. Our goal is to show that || ®,| m,, = of, . (1), where of, , (1) is a quantity
going to 0 when n — oo at fixed ¢, which leads to the contradiction.

Following the same arguments as in step 1 of the proof of Proposition 2.17, we check that ®,, — ® in CZ _(R?)
and nL(®) + (1 — n)VL' (V) = 0 in R® Furthermore, it is easy to check that, since |®,||g, = 1, we have
|®]| .. < 1. Then, by Lemma 2.18, since the orthogonality and the symmetries pass at the limit, this implies that
® €&, for any 0 < 0 < ¢’, and therefore, by Proposition 2.17, & = 0.

We deduce that ||, ch(B 0.10/¢) = on_,oo(l). Now, we use the same cutoff as in the proof of Lemma 2.18,

and we have the system on U,, = ¥ + i¥s, with By = h1 + ihs (see equation (B.8)):

n—00

AU — 20, — ¢, Uy = —h; — 2Re (%.v\if") + Locy (U,,) — 2(1 — [V )T,
Ay + ¢80y, 0, = —ho — 2TJm (%.v@n) + Loca(,,).

Now, multiplying the first equation by ¥, and integrating on Q = B(0,a)\B(0,5/c?), we have
/(A\ijl —20) Ty =
Q
. \vAT R
6812\112 — hl — 2%Re TVW" + LOCl(\I/n) — 2(1 — |V| )‘I’l \Ifl.
Q
We integrate by parts. Recall that ||®,|[c2(B(0,10/¢2)) = 0500 (1) and &, = V¥, =0 on 9B(0, a,), thus
/ A\illlill = / |V\I/1|2 +0n~>oo(1)
Q

Furthermore, since Vh,, € &, o, we check easily that ||iL1HL2(Q) < 07',4(1), and we compute with Lemma 2.3 and
[ ®nllc2(B(0,10/c2)) = 0500 (1) that, since for z € Q,7 > 5/c?,

This allows us to estimate the right hand side: by Cauchy-Schwarz,

+ || Loct ()| oo () + || Loca(¥n) || oe () + (1 = [V*) || oo () < 0ems0(1) + 0500 (1)
Lo(Q)

IV17200) + 21T 2(0) <

V2l L2 W1l 2(0) + (0c—0(1) + 05 ae (D) (IVTnllz2(0) + 1P1llz2(0)) + 0500 (1)

Now, we multiply the second equation by W5, and we integrate on (2. By integration by parts, we check

[VWall7aq) <

\%
Jm (v7 V\I/ ) \112 / |LOC2 \I]2| + On~>oo(1)

(1) and ®,, =0 on 9B(0, a,), we have

c /812@1\112 + /ﬁg\ifg +2/

By integration by parts, since ||®y||c2(B(0,10/c2)) = OF,

& / 8962@1@2
Q

n—oo

/ 10,0, <
Q
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We recall that [¥s] = of (1) on dB(0,5/c?), therefore

@ Wy ? -1 [ 1Y =
/ L%i, rdr = — Or (r”') |Wy |2dr
r=>5/c? r=>5/c?

K(c), ~ 2 [®
ka2 [

a \I/ 2
< 057 o ( / |V\IJQ|2TdT/ |22|, rdr.
r=>5/c? r=5/c2 T to

L 21 : K [ )
/_5/ . 7|a2-|i|7' rdr < 037 (1) + P |Vs 2rdr,

r=5/c?
/ |
o (14 [z])>+

Since Vhy,, € €. o7, We estimate, by Cauchy-Schwarz, that

|02
hiaWs| < 0eyo(1)y] < v 1
/sz 22| < 0eoll) / (14 |z])2+e 07 o (DIIV T2 r2(@) + 05700 (1).

Furthermore, since Loca(¥y,) is supported in B(0,10/¢®) and ||®y,||c1(p(0,10/¢2)) = 0500 (1), We check that

1 - .
U, |V\IJQ||\IJQ|dT

N

We deduce that

and therefore

K .
<08 (1) + ;HV%H%%Q)'

/|Lo<:2< D] < 06, (1),
Q

Finally, from Lemma 2.2, we check that, in R?,

\A% Ayt zJ-) K K
—|<Kl|i| T35~ 15 < ;
} 4 } }Z (|y|2 22| Tt ) S e+ fal)?

and thus, by Cauchy-Schwarz,

J

vV
RN v
3m( % .V )

~ VV
< IVz2c0) / ‘
Q

KHv\i]nHLz(Q) / AR
o (1+|z))*

X
C

In Q, |z| > 5/c2, thus

|\I~12|2 2(2—0’) |\i/2|2 2(2—0")
Qﬁgc ngc K(o )||V‘I’2||L2 )t 0hoo(1),

1+ |z)
vV _ - ~
— VU, |V
3111( % \V4 > 2

J

IV 1720 + 201 W17 20
< o[V 2 W1l r2@) + (0em0(1) + 05 oo W)V llz2(0) + W1l p2(0)) + 05 oo (1),

hence
<0 oMV a2 + 0500 (1)

We conclude that

and
IV 0s72(q) < 050 (1) + cllWill L2V P2l L2(0) + 07,0 (DI VWl 20,
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therefore

’

IV 1|22 + W1l 20 + 1V P2l 22(0) < 0500 (1) + 0T0(1).
We have shown that for any ¢’ > 0,

/ Wy|?
o (1+ |z])2+e’

/ [0y
o (14 |z[)5/2

Together with [|®,,|lc2(B(0,10/¢2)) = 05— 00(1), this is in contradiction with || @, q,, = 1.

This concludes the proof of the estimation. Now, for the existence, we argue by Fredholm’s alternative in
{p € H}(B(0,a)), (¢, Z4) = 0}, and we remark that the norms |.|g, and |.|z: are equivalent on B(0,a). By
Riesz’s representation theorem, the elliptic equation nL(®)+(1—n)V L' (¥) = Vh can be rewritten in the operational
form ® + K(®) = S(h) where K is a compact operator in Hg(B(0,a)), and it has no kernel in H, (i.e. in
{p € HE(B(0,a)),{p, Z4) = 0}) by the estimation we just showed. Therefore, there exists a unique solution
® € H,, and it then satisfies

c,o’ K T
< (0n7~>oo(1) + ;|V‘I’2|%2(Q)) ;

thus

< 06 a(1) + 0cso(1).

@], < K (0", c)l[Allwx,o-

Proposition 2.20 Consider the problem, for 0 <o <o’ <1,

nL(®) + (1 — n)VL'(¥) = Vh
Vh € Evgr, (Vh, Zg) =0.

Then, there exist constants co(o,0’) > 0 small and C(o,0") > 0 depending only on o,0’, such that, for 0 < ¢ <
co(o,0") and Vh € Epvor with (Vh,Zg) = 0, there exists ® € &, », ® = VU solution of this problem, with

[¥]ls0a < Clo,0") || 2] sx 07 a-
Proof By Lemma 2.19, For a > ag(c, 0’), there exists a solution to the problem
nL(®,)+ (1 —n)VL(¥,) =Vh onB(0,a)
(I)a € Hav (I)a = V\I/aa <V\IJ¢17 Zd> = O,VZZ? € B(Ov CL), \I/a(xla IQ) = \I/a($1, _I2) = \Ija(_xla IQ)
®,=0 ondB(0,a)
(h,Z4) =0

with ||®g|lg, < K(0/,¢)||h]lss,o. Taking a sequence of values a,, > ao going to infinity, we can construct by a
diagonal argument a function ® € H (R?) which satisfies in the distribution sense

nL(®) + (1 —n)VL(®)=Vh
(hence ® € C%(IR?) by standard elliptic arguments), such that

@] 51 < limsup [|@nlla,, < K (0", ¢)l|Allwxor,
n—r oo

thus ® € Hoo, and ® = VU, (VU Z;) = 0;Vr € R?, V(x1,22) = ¥(21, —22) = ¥(—21,72). From Lemma 2.18,
we deduce that ® € &, ,, and is thus a solution to the problem. Furthermore, by Proposition 2.17, ||¥||..sq <
C(o,0")||h||sx,07,a- Still by Proposition 2.17, this solution is unique in & 4. O
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2.5.3 Estimates for the contraction in the orthogonal space

We showed in Proposition 2.20 that the operator nL(.)+ (1 —n)VL'(./V) is invertible from E.. o+ aN{(., Z4) = 0} to
&« 0.a- The operator (nL(.) + (1 —n)VL'(./V))~! is the one that, for a given Vh € E,x ov 4 such that (Vh, Z,) = 0,
returns the unique function ® = VU € &, , 4 such that nL(®) + (1 — n)V L/ (¥) = Vh, and this function satisfies
the estimate ||¥||s.0.a < C(0,0")||A|lsx.0,d-

Now, we define (for any ® € C°(R?, C))

Zq

I () = — (D, Z ,
d( ) < d>HZd||%2(]R2)

the projection on the orthogonal of Z;. We want to apply a fixed-point theorem on the functional
(L() + (L =mVL'(/V)) UG (=F(/V))) : Exo = Enor

and for that we need some estimates on the function Il; oF (./V) : Exp — {Vh € Evsor, (Vh, Zg) = 0}. The function
F contains the source term E — icd,,V and nonlinear terms. The source term requires a precise computation (see
Lemma 2.22) to show its smallness in the spaces of invertibility. The nonlinear terms will be small if we do the
contraction in an area with small ¥ (which is the case since we will do it in the space of function ® = VV¥ € &, ,
such that [|¥]...q < Ko(o,0")c' =" for a well chosen constant Ky(o,0’) > 0). This subsection is devoted to the
proof of the following result.

Proposition 2.21 For 0 < o < ¢’ < 1, there exist constants Ko(o,0’),co(o,0’) > 0 depending only on 0,0’ such
that for 0 < ¢ < co(0,0’), the function (from Ex .4 to Ex v.a)

® = (nL() + (L= n)VL'(/V)) " (IIg (= F(2/V)))

is a contraction in the space of functions ® = VU € &, 54 such that |¥|s.0.q < Ko(o,0')c' =7 . As such, by the
contraction mapping theorem, it admits a unique fized point ® € Evpq i {P € Ev ., [|¥].0.a < Ko(o,0')c ™'},
and there exists A(c,d) € R such that

nL(®) + (1 = n)VL'(¥) + F(¥) = ¢, d)Zq
in the distribution sense.

We recall that, from the definition of &, , 4 in subsection 2.3, ® € &, , 4 implies that (®, Z;) = 0, which is the
origin of the fact that nL(®) + (1 — n)VL'(¥) + F(¥) is not zero, but only proportional to Z,.
We start with some estimates on the terms contained in F(¥). These are done in the following three lemmas.

Lemma 2.22 For any 0 < ¢/ < 1, there exists a constant C1(c’) > 0 depending only on o' such that

1Oy, V H E
+ {|=
*x 0/ d V

%

< Cl (U/)Cl_a .

*x 0/ d

Proof We have defined the norm
[hllsxora = VRl o1 grgay) + 1T Rl (grs2y) + 1777 hallpe 2y + [1F277 VA Lo (72}

thus we separate two areas for the computation: the first one is where 7 < 3 which will be easy and then far from
the vortices, i.e. in {7 > 2}, where the division by V is not a problem.

Step 1. Estimates for F.

In (2.2), we showed that
E=01-Vi»)(1— |V >V —2VV.VV_,.

Near V7, i.e. in B(de—f, 3), we have from Lemma 2.1,

1= VorP)llorgrcay < K¢ and - [[VVodllor(gr<ay) < Ke,
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hence

’ ’

< Ke<ol o), (2.15)

c—0

E
=V
v

Cr({r1<3})

where 05;0(1) is a quantity that for a fixed ¢’ > 0, goes to 0 when ¢ — 0. By symmetry, the result holds in the
area where 7 < 3.

We now turn to the estimates for # > 2. The first term (1 — |[V1|*)(1 —|V_1]?) o real valued. Using the

fE s
1%
definition of 1 and r_; from (2.1), in the right half-plane, where 1y < r_q and r_; > d > %, we have from Lemma
2.1

1

1—0’ 2
LT

I (1 = VAP (A = Vo)l qogm<ray < K

Lee({2€<ri<r-1})
and

P31 = (VAP (L = Vo Pl e (fogm<ray) < K.

1 1
7 SN 3 thus
1

In this area, T% < Kc? and
1

I+ (1= VAP = [Vor P o (ogm ey < K (0))e? < 07 0(1)et 7

c—0
By symmetry, the same result holds for the other half-plane, hence

’ ’

177 (1 = VAP) (@ = Voa )l e (grzay) < 0001 ™7 (2.16)

From Lemma 2.1, we have

VV.(z) = id/;(:v)% +0 ( ! ) :

r3

VVl.VV_l - yJ‘.ZJ‘ 1 1
A rir?, +0 r3r_y +0 r3ir )

Remark that the first term is real-valued. We compute first in the right half-plane, where ry <r_jandr_1 > d > %

hence

)

rl TQTQ X P .
1" -1 LOO({2<T1<T‘71}) L°°({2<r1§r,1})
Since
pito’ 1 < ,
() e
1T R
we deduce oy ” o
g —0a
’ LT ) < K(o')e
1P =1 Lo ({2€<ri<ro1})
and by symmetry,
y sy y R -
. . N 1
‘T 7 2,2 < K(o)e ™7 (2.17)
=1 Lee({7>2})
For the last two terms O ( —— + O ( =+ ),we will show that in the right half-plane
TIT_1 T
240’ 1 240’ 1 o’ 1—0’
o + (|1 e <0l ,,(1)e . (2.18)
1M =1llLee({2€r1<roa}) =11l poo (f2gri<ra )
This immediately implies
/ 1 / 1 ’ o
o — || <ol (1), (2.19)
1" =1llLee({2€r1<roa}) =11l poo (f2gri<ros})
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We compute in the right half-plane where 11 <r_; andr_; > d > % % < Kc and = < K(o'), thus
L

’ 1 1 / ’
2+o o o l1—0o
r = . < Ke<o 1)e .
1 T‘%T_l T}—g’ ", = = c—)O( )
Furthermore, still in the right half-plane,
1+0o’
/ 1 T 1 ’ ’ ’
240 1 N 2—0o o 1—0o
r = — —— < K(d')e <o 1)c .
Lo (Tl) r*17 < K@) S 9eso(l)

Gathering (2.18) to (2.19) and using the symmetry for the left half-plane, we deduce with the previous esimates

(2.15), (2.16), (2.17) that
o e (g) 72t gm (g)

I (v)

Now, for the estimate on V (%) in {7 > 2}, we have from Lemma 2.1, for 7 > 2,

+
L= ({7>2})

"

Cr({r<3}) L= ({r>2})

K K
V(A= Vi) (@ = Vo) < VAP = Vo P)] + (3= VP VIV Pl < o el o S
1'-1 17 -1

and

VvWi.VV_,
V( ViVoa )

<|v \A% 'VV_l
%1 V_y

VVl'v VV_1 < K K
%1 V4

X 9 2
rir—-1 rir_,

thus, with similar estimates as previously, we deduce

/ E
~2+0 \vAl gt
#(v)

v

for some constant C(¢’) > 0 depending only on ¢’

< K(o)et7. (2.20)
L= ({7>2})

This concludes the proof of

sk,07 d

Step 2. Estimates for icam%.

First, near the vortices, we have |0, V| + |V0,,V| < K a universal constant, therefore

\%

O,V
Hic 2

Cr({7<3})

We now turn to the estimate for 7 > 2. Recall Lemma 2.5, stating that for a universal constant C' > 0, since
T1,T-1 2 2, s s
0,V xi—d* —x

4y

2

Remark that QCd% is real-valued. Using that cd < 2, that
17 —1

|2 — d?| = [(z1 — d)(z1 + d)| < riry

and also that 22 < r17_1, we deduce that in the right half-plane, where 71 < 7_j and r_; > d > %,
2 g2 _ g2 140’
140’ il T3 1
177 2cd - <K p— ,
17-1 L~ ({2<r1<r—1}) T llLee({2gri<ro1})
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and since we have

140’ o

T 1 1 _

1 — < K(U/)Cl g/,
™mr—1 r—1

we infer ) )
—d* —z5

2,.2

2
T
27“%""7 cd=2
mra

It is easy to check that in the right half-plane

Lee({2<ri<r-1})

240’ c c o’ e
51 =13 < Ke Ocﬂo(l)c )
’f'l ’f'_l

N

and therefore by symmetry for the left half-plane,

(%)
CH({7<3})

’ a [/
~240' ~ . T2
1 Jm Ee——
(ZC >

< K(o)ero.

I

~140’ me ( ax2v)

L= ({7>2})

|

Lee({7>2})

From the proof of Lemma 2.5, we check (using Lemma 2.3) that, if 7 > 1,

O,V d? — x2 c c
V(| de22— — 2d72 <K|—=+——].
‘ ( G e, )’ <+)

With }V (i) } < % if 7 > 1 and similar computations as previously, we check that

Therefore, there exists C7(0’) > 0 such that

icamv
14

*x,07,d

We conclude by taking Cy(¢") = max(Cj(c’),Cy{(c")). O

Lemma 2.23 For 0 < 0 < o' < 1, for ® = VU, ®" = VU € &, ;4 such that | V||« s 4 ||\If'||* od < Co with Cy

defined in Lemma 2.7, if there exists K(o,0") > 0 such that || ¥]|«.o.a, |V |l4.0.a < K(0,0")ct then
R(W) (7/ _(7/
TR <
*x 0/ d
" ROV) — R)
H % < c~>0( ) *,0,d)
sk, 0/ d

where the Ocﬂo(l) is a quantity that, for fized o and o', goes to 0 when ¢ — 0.

Proof Since n # 0 only in the domain where ||.[[«x,0.a = [|[V.[lc1(fr<3y) and [.[[«,0.a = [IV-l|c2({i7<3}), we will work
only with these two norms. Recall from Lemma 2.7 that R(¥) is supported in {n # 0} and

[R(D)| + [VR(T)| < Cl|®Z2 (7<)
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since || U]|4,0.a < Co. We deduce

= [|R(W) [l (greay) < K(0)* 727 <ol (1)c ™.

sk,07 d

2
v

Furthermore, using the definition of R(¥) in the proof of Lemma 2.7 we check that every term is at least quadratic
in U (or its real or imaginary part), therefore, with ||| . o.a, [|¥']|«,0.a < Co, R(¥’) — R(¥) can be estimated by

H R(T') — R(T)
1%

|R(¥') = R(Y) [l o gy

K]l + 19 [|.0.a) [ ¥ = ¥
ocso(W)[V" = ¥l 0.

sk, 0/ d

*,0,d

VAN/AN

a

Lemma 2.24 For 0 < o < o' <1, for ® = VU, & = VIV € &, ;4 such that ||V« |V ]x,0.a < Co with Co
defined in Lemma 2.7, if there exists K(o,0") > 0 such that |9|«.o.4 |¥|«.0.a < K(0,0")c =7, then

’

(L =) (=VENVEC + [V]2S(V))||sx,01,a < 07 50(1)e' ™7,
(1 =n)(=VI' VU + VOV + |[V2(S(V) = S(U)|lss.ora < o?’_%(l)”lﬂ = U|ls0.a-
Proof As done in Lemma 2.23, we check easily that

[(1=n)(VE.VT + |V|2S(‘I’))VHCI({;<3}) < K (o, U/)Cl_U H(I’Hc%{f@}),

since in the area where (1 —n) # 0, C; < |V| < 1 for a universal constant C; > 0, ® = VU and using
V¥l grgay < K(o,0")c =7

We then estimate (with n =0 in {7 > 2})

~1+0o’

<

[F 77 Re(VU.V)|| oo (752 < K[| V)2, 4 o

Leo({7>2})
and

HFH"ljm(V\I/.V\IJ)||Loo({;>2}) § 2||f2+”,3m(V\IJ).SRe(V\I/)|\Lm({;22})

~2+o’

=

2
< K|V 4 s

L= ({7>2})

and we check that with similar computations, that

’

|72+ N (VOVW) || oo (152)) < 07 (1)e 7,

c—0

thus , )
(1 =) (=VONVO)[|sn 01,0 < 075(1)c' 7.

c—0
Now, since (1 — n)(=VV'.VU' + VI.VU) = —(1 — n)(V(¥' — T).V(¥' + 1)), with similar computations (and
[V 4+ V|lsp.a < 2K(0,0")ct 7)), we have

(1= ) (=Y .V + VUV 40 < 07 %(1)| T — T

c—0

*,0,d-

Finally, recall that
S(W) = e2Re() _ 1 _ 2%Re(W).

34



Moreover, ¢27¢(Y) — 1 — 20e(V) is real-valued and for 7 > 2, if || ¥/, 4.a < Co,

’

[P V() -1 — 23e(W))] < K7 ReX(W)] < K (0,0)|W][2,,,4 < 0270(1)e ™7,

c—0

and with Lemma 2.3,

2 (V) — 1 — 20e(T)))|
< 2P VRe(W)(MM) — 1)+ 2P V(VP) (T — 1 - 2%e(D)))
, ~2+a’
< K<|f2+" VRe(V)Re(V)] + WQ(W))
7:2+a"
g K( )H\IJ”*o’d 7*;3.1-20
Loo({7>2})
< 0%,

hence

’

1 =V PS (W) |aror.a < 025017

c—0

With similar comutations on

n 1—k k
VESW) - 5(1)) = 2V (ORe(W Zzn 129% A

we conclude with
1L =) ([V(S(P) = S lexoa < 02D — ]l 0.0

Now, we end the proof of Proposition 2.21

Proof [of Proposition 2.21] We take the constants C(o,¢’) defined in Proposition 2.17 and Cy(¢’) from Lemma
2.22. We then define Ky(o,0’) := C(0,0")(Cy(c’) + 1).
To apply the contraction mapping theorem, we need to show that for & = VU, &' = V¥ € &, , 4 with

’

H\I}”*,U,dv H\I}/”*,U,d < KO(Uv UI)CI_U )

we have for small ¢ > 0,

F(Y) Ko(o,0") 1 o
< o 2.21
H 4 *x,07,d O(O’,O'/) ‘ ( )
. P(V) — (W)
e R T (222)
*x 0/ d

If these estimates hold, using Proposition 2.17, we have that the closed ball B, (0, Ko(0, a’)clf",) is stable by
O — V(nL(V.)+ (1—n)VL'(.)) 1L} (—F(®/V))) and this operator is a contraction in the ball (for ¢ small enough,
depending on o, 0’), hence we can apply the contraction mapping theorem.

From Lemma 2.7, we have

F(9) = E —icd,,V + V(1 —n)(=VU.VU 4 |[V|>S(V)) + R(D).

By Lemmas 2.22 to 2.24, we have, given that ¢ is small enough (depending only on o,0’), that both (2.21) and
(2.22) hold. Therefore, defining cy(o, 0’) > 0 small enough such that all the required conditions on ¢ are satisfied if
¢ < ¢o(o,0"), we end the proof of Proposition 2.21.

We have therefore constructed a function ® = VW € &, , 4 such that

® = (nL()+ 1 =n)VL'(/V))" (g (=F(@/V))).
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Therefore, by definition of the operator (nL(.) + (1 — )V L'(./V))~!, we have, in the distribution sense,
NL(®) + (1 =)V L (V) =g (~F(®/V)),
and thus, there exists A(c,d) € R such that
NL(®) + (1 = VL (¥) + F(2) = Ae, d)Za.
O
At this point, we have the existence of a function ® = VU € &, , 4 depending on ¢,d and a priori o, 0’, such
that | ¥|,.0.q < K(0,0')c' ™7 and
nL(®) + (1 —n)VL'(¥) + F(¥) = X, d)Zy (2.23)

in the distribution sense for some A(c, d) € R. By using elliptic regularity, we show easily that ® € C*°(R?, C) and
that (2.23) is verified in the strong sense. The goal is now to show that we can take A(c,d) = 0 for a good choice
of d, but first we need a better estimate on ® using the parameters o and o’. We denote by ®,, = VU, . the
solution obtained by Proposition 2.21 for the values o < ¢”.

Corollary 2.25 For 0 < 01 < 0] < 1, 0 < 03 < g} < 1, there exists co(0o1,07,02,05) > 0 such that for
0<c<co(o1,01,02,09), oy or =V o0 =VVW,, o1 = @5, 5. We can thus take any values of o,0" with o < o’
and the estimate )

1|00 < K(0,0")c' 7

holds for 0 < ¢ < co(o,0’). In particular, for ¢ small enough,
@2 (greay) < K/t

Proof This is because for o1 < 02, &0, C Ex», hence the fixed point for oo (for any o > o2) yields the same
value of ¥ as the fixed point for oy for ¢ small enough (for any o > o1). In particular, this implies also that A(c, d)
is independent of o, 0’ (for ¢ small enough). O

2.6 Estimation on the Lagrange multiplier \(c,d)

To finish the construction of a solution of (TW,), we need to find a link between d and ¢ such that A(¢,d) = 0 in
(2.23). Here, we give an estimate of A(¢,d) for small values of c.

Proposition 2.26 For A(c,d),® = V'V defined in the equation of Proposition 2.21, namely
nL(®) + (1 =n)VL(¥) + F(¥) = e, d)Za,
we have, for any 0 < o <1,

1
Ae, d)/ |04V |?n =7 (E - c) + 09,0 (c*77).
R?2

We will take the scalar product of nL(®) + (1 — n)VL' (V) + F(¥) — e, d)Zg with 94V. We will show in the
proof that in the term (nL(®) + (1 —n)VL' (V) 4+ F(V),d,4V), the largest contribution come from the source term

E —ic0,,Vin F(V). We will show that (E,04V) ~ % and (—icd,,V,04V) ~ —mc, so that, at the leading order,

Ae,d) ~ K (é - c). In the proof, steps 1, 2 and 7 show that the terms other than E — ic0;,V are of lower order,
and steps 3-6 compute exactly the contribution of these leading order terms.

Proof Recall from Lemma 2.7 that L(®) = (E — ic0,,V)¥ + VL' (¥), hence we write the equation under the form
L(®) — (1 —n)(E — icOy, V)V + F(¥) = M, d) Zy.

We want to take the scalar product with 94V. We will compute the terms (1 —n)EV (step 1), F(¥) (steps 2 to 6)
and in step 7 we will show that we can do an integration by parts for (L(®), Z4) and compute its contribution.
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We have by definition Z; = ndyV, hence
<Zd,(9dV> = / |(9dV|277
R2

which is finite and independent of d since n = 0 outside {7 < 2}. Recall that ||¥||,, < K(0,0")c!™" where

[O]o = [IVElczrgay + IF T Lo (rn2y) + 17TV Lo (72
+ 7TVl Lo (rzay) + 1T TV L ((mnay) + 1PV oo ((r22)),

which we will heavily use with several values of o, ¢’ in the following computations, in particular for o €]0, 1[, the

estimate
1¥s,0/2,a < K(o)c'™7.

Step 1. We have ((1 — n)(E — icdz, V)W, 04V) = O9_,,(c*79).

From Lemma 2.6, we have
K

0,V <
|04V o

(2.24)

il

In (2.2), we showed that
E=-2V.VV_ 1 + (1 —|Vi> )1 = [V H WV 4,

hence, with Lemmas 2.1 and 2.5 (estimating icd,,V as in step 2 of the proof of Lemma 2.22), we have

Kc
1+7

|E —icdy, V| <

by using |VV;| < %, IVV_1] < & < Kcand [1—|V_1]?| < Kc? in the right half-plane and the symmetric estimate
in the other one. We also have, in {1 —n # 0},

¥llo/2.a o K(o)e! =7

\IJ éK X ~ )
[l (1+7)9/2 =~ (1+7)7/2

hence
02 —0o

(1 =) = e, V)W 0V} < K (o) || o = 07 (),

Step 2. We have (F(¥),0,V) = (E — ic0:,V,04V) + O7_(c*77).

In this step, we want to show that the nonlinear terms in F'(¥) are negligible. Recall that
F(9) = E —ic0,,V + R(¥) + V(1 —n)(=VE.VV + |[V[2S(T)).

We first show that

(R(V),04V) = OF_,o(c*™7).
Indeed, R(V) is localized in {7 < 2} and |R(¥)| < C||<I>||201({K3}) (since || ¥
that in {7 < 3}, |®| + |V®| < K(0)c'~7/2 yields

wo.d < Co, see Lemma 2.7), and using

|R(P)| < ][0z, @l co({7<ay) + C||‘1>||201({f<3}) = 07,0(c*79).

Now, we use [|¥|,.,/2.4 < K(0)c' ™7 to estimate, in {1 — 7 # 0},

K|V 0a _ K(o)*=7

AVAJIES 5 < 7o
VUV A7 S T+
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therefore

1
[(=VE.VIV(1—7),0,V)| < Kc2—°'/ = 09,,(c*79).

R?2 (1 + 7:)3+U
The same argument can be made for
[{(=IVI2S(®)V (1 = n),0aV)| = OF,o(c*7)

by using S(¥) = e2¢(¥) — 1 — 29%¢(¥) and the fact that it is real-valued.
Step 3. We have (F —ic0,,V,04V) = 2f{m oy Re (B — ic03, V)0, VIV_1) + O (c*79).

The goal of this step is to simplify the computation by using the symmetry. By symmetry, we can only look in
the right half-plane:

(E — icOu,V,0aV) = 2 / Re((E — icOy, V)TV,
{z1>0}
Recall that 04V = —0,,V1V_1 + 05, V_1V1, hence we need to show that
/ Re ((E — ic@mV)ale_lVl) = Ogﬂo(62_g).
{z120}

We compute

0z, V 05, V_
/ Re ((E — icda, V)T VaVh) = / w((LWP) 1>
{z1>0} {210} |4 Vo1
—1c0.,V Op. V_1
e (B Y n (3210
‘/{MZO} ( 4 | | &

1
+ / Tm ( an””?V|V|2) Jm (a”“v 1) .
{210} 4 Vo

In the right half-plane, we have d < r_1 and 7 < r1, hence

8, V_1 K Kel=/2
R i Sl << —,
’ e( Vo )’ 2y T (14 7))

T O V| o K _ Kcl=o/?
V_1 = r_1 = (1—1—7:)‘7/2,

from Lemma 2.1. Moreover,

—1c0z,V |- 1o et "/2
()

E —ico, V cl- "/2
‘3m< - )’ 2+a/2’

from Lemma 2.22. We thus deduce that

<K 1—0/2 6170/2 —0° 2—0
X AC (1_’_7»;)2_;,_0 = c—)O(C )

/ Re ((E — Z'C(?ng)aleflVl)
{z120}

Step 4. We have

/ e (BT, ViV 1) = —2 / Re (0 Vi Vi Vo VoT) + O ().
{z1>0} {z120}
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The goal of this step is to compute the part of E that produces the higher order term. Recall from (2.2) that
E=-2VVi.VV_1 + (1 - V)1 - Vo1 PV,

and since K2
1— Vi) = V1P| € S
0= MABA = VAPl < G

by Lemma 2.1, we deduce
/{ o Re (1 — ViP)(A = VoA P)VAVL10,, VIVC) = O ,0(c* 7).
1
Now we compute the first contribution from —2VV1.VV_1 = —20,, V10, V_1 — 20,,V10,,V_1,
[ (2010 VBT = 2 [ VPRV ),
{z120} {z120}

From Lemma 2.1 we have

Re(Da, VAT ) = O (%)

1

K
c

since the main part in 9., V_1V_; is purely imaginary Using m < r_jandr_; > d > £ in the right half-plane, we

have - < £<.7_ and, noting that 102, V1]? < we obtain
1

7S Tare < e

N . 1
/{WO} 100, V2| Re(D0, V1 V)| < K2 /{WO} rs = O,

Finally, the second contribution from —2VV;.VV_; is
/ Re ((~205, V100, V1) Tr ViV ) = —2 / Re (01, ViOr Vidas Vi V)
{z120} {z1>0}
which concludes the proof of this step.
Step 5. We have f{zl>0} Re (B0, ViV_1) = 5 4+ 07_o(c*7).

By Lemma 2.1, we have

— ) +2d 1
8952‘/71‘/71 = —Z|V71|2y1 ) + O <—3 > .
() 1

The O ( ) yielding a term which is a O7_,(c?*77) as in step 4, therefore

. 2d
/ Re (=204, V104, V_1)02, V1 V_1) :2/ Re (10,,V10,, V1) |V,1|2y“2L +07_(c*79).
{120} {z1>0} r

-1

Now we compute in polar coordinate around deq, writing V) = py(r1)e?r. From Lemma 2.2, we have

, )
0, Vi = (cos(@l)pl(rl) 2 sm(91)> i,

6m2 Vl = (sin(ﬁl) P

We then compute

’ ’
Dt az Vaz V2 = —|V4 2 2 0 P1 2 0 P1 2 pl
¢ (102, V10, V1) Vi <COS ( 1)7“1p1 + sin”( 1)7“1p1 —[Wl
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From Lemma 2.1, we have p}(r1) = O, 500 (T%) As a consequence
1

Pl y1+2d Pl y1+2d
/ Vil [V P — - Va2 P vy 2
{z1>0} r1p1 1 {r1<d/2} T1p1 r

1
< KC270/ —
{r1>d1/2} (1 + ’I”)2+2‘7

2—0o
because when 21 > 0andr; > d'/2, we have ’|V1|2rp;1;1 |V_ |2y1+2d’ < (1572)%26. We deduce that

' +2d ' +2d _
/ Va2 vy 220 :/ Vi v PR 4 07,0,
{z1>0} 101 24 {r1<d/?} 101 T

In the ball {r; < d1/2}, we have
2, =4d® (1 + 04, - and |V |2 =14+0|(—=
—1 00 ] 1 2

P y +2d 1 rh -
/ | Sl ¥R VA[? 2= (g1 + 2d) + O (*7).
{2120} r2y AR S carzy

101

therefore

Since y1 = 71 cos(f;), by integration in polar coordinates we have

p/
/ Vil =y =0
{r1<d*/2} r1p1

hence
1

Re (ED,, VIV_ :—/ VP 409 —9).
/{z1>0} (£, 1V-) d {T1<d1/2}| e T1p1 07

Remark that |Vi|? = p? hence

p/
[ mpA |
{r1<d1/2} 1p1 0

Since p1y =1+ 0O (T%) when 71 — 0o and p1(0) = 0 by Lemma 2.1. Therefore, as claimed,
1

di/? 1
1/2
prpydry = 7[pf]d " =1+ Ogoree (5)

/ Re (FTL ViV 1) = & + OLo( 7).
{z1>0}

Notice that we have shown in particular that

/ Re (100, Vidm Vi) Vor | = —1 + 07 (). (2.25)
R2

Step 6. We have f{z >0} Re (—icOy, V Oy, VIV 1) = —c+ O7_((c*77).

We are left with the computation of

/ Re (—icy, VI VAV ) =
{z1>0}

/ Re (—z’c@mVl(%ElVl) |V_1 |2 + / Re (—ic@sz_lVlﬁlelV_l) (226)
{z120} {z120}
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since 0.,V = 0,,V1V_1 + 9,,V_1Vi. For the second term in (2.26), we compute

— 2d
—c/ Re (i0,,V_1V10,, VAV 1) = c/ Re (0., V1 V1) v, 22 tod 07,5 (c*™%)
{z12>0} {

2
10} 1

in view of the relation

, _ 1 2d 1
10, VAV = =V, P2 7 — +0 <3_)
1 1

from Lemma 2.1 and the fact that f{w1>0} cO (TSL) = 09,,(c*79) (as in step 4). Now recall from Lemma 2.2 that
Z 21

c—0

= | co pi(r) - i in
8xl‘/l = ( S(el)pl(rl) " S (01)) Vl

therefore ,
Re (3, ViVi) = cos(01) (2 VA

In particular, ‘9{8 (811V1V1)‘ < H% is integrable. Furthermore,
1

|V_1|2‘1’;2L2‘i‘ = O.0(c) in the right half-plane,
21
therefore

xr1z

The first contribution in (2.26) is
c/ Re (104, V102, V1) [V | = c/ Re (105, V104, V1) + OF_,0(c*77)
{z120} {z120}

using that [V_,|2 =1+ O (QL) From (2.25), we have
1

/ Re (10,, V1T V1) = 7+ 0% ().
{z1>0}
This conclude the proof of step 6, and combining step 4, 5 and 6 we deduce

S 1
/ Re (B —icOy, V)0, VIV 1) =7 (E — c) +07_(c*79).
{z1>0}

Step 7. We have (L(®),04V) = O7_,(c*79).

We want to compute, by integration by parts, that
First, we recall that the left hand side is well defined, because we showed in the previous steps that all the other
terms are bounded, therefore this one is also bounded. We have
/ Re(ADOyV) = / Re(VPI,V).7T — Re(PVI, V). + / Re(DPAIV),
B(0,R) B(0,R) B(0,R)

and
K

[Re(VOIV )| + [Re(BVIV)| < g2/

therefore
/ Re(VPIyV).7i — Re(PVI, V). = 0p—00(1)
dB(0,R)

and the integration by parts holds.

41



Recall that -
L(h) = =Ah — (1 = |[V]*)h + 2Re(Vh)V — icOy, h

and .
Ly, (h) = =Ah — (1 — |[Vi|*)h + 2Re(V1h) V4.

From Lemma 2.6 and || ¥||,, /2 < K(0)c' =7, we check easily that

, K(o)c*™7 o -0
(@, —icD,, 04V )| < /]1{2 O_if)m = 07_,4(c7).

We therefore focus on the remaining part, with the operator
L(h) := —=Ah — (1 = |[V[*)h + 2Re(Vh)V — icO,,h.

We remark that we have Ly, (9;, V1) = 0, since 0., (—AV; — (1 — |[V1[*)V1) = 0. Recall that 9,V = —0,,ViV_1 +
0z, V-1V and let us compute

L(V_1h) = Ly, (R)V_1 — A(V_1h) + ARV_; + (V|2 — [Vi|))AV_1 + 20Re(Vih)(1 — [V_1 )V,
therefore, using the equation or V_q,
L(V_1h) = Ly, (R)V_1 —2VV_1.Vh+ (1 — [V_1 )1 = [Vi|>)V_1h + 2Re(Vih) (1 — [V, [P)V.
Taking h = 0., V4 then yields
L(V_10,, Vi) = —2VV_1.V8,, Vi + (1 — Vo1 ) (1 — [Vi[P)Vo10y, Vi + 2%Re(V10, Vi) (1 — [Vo1 )V

Remark that |[VV_1.V,, V1| <
Vo)V <

(1+r1){1<+r,1)2’ |(1—|V71|2)(1—|V1|2)V,1(911V1| < (1+T1)73[(<1+'r‘,1)2 and |2me(vlamvl)(1_

W for a universal constant K > 0 by Lemma 2.1, therefore

(P, E(aﬂﬂlvlv—l» = OZ’%O(C2_U)'
Exchanging the roles of V7 and V_;, we have similarly
L(V10,,V_1) = =2VV1.V0,, Vo1 4+ (1 — [V_1 ) (A — Vi) Vidy, Vo1.

We then conclude that ~
<L((I))7 8dv> = Og—»O(Czig)v

which end the proof of this step. Notice that we have shown

Kec
|L(04V)| < m (2.27)
because (1+T1)(11+T71) < ({i‘;) in the whole space.
Step 8. Conclusion.
Adding all the results obtained in steps 1 to 7, we deduce
2 1 o 2—0
)\(c,d)/]R2 |04V | 77—7T<E—C> + 07, o(c*77).
O

At this point, we cannot conclude that there exists d such that A(c,d) = 0. For that, we need to show that the

09_,,(c*77) is continuous with respect to ¢ and d. This will be shown in section 3.

c—0
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3 Construction and properties of the travelling wave

Given 0 < 0 < ¢/ < 1, d,c > 0 satisfying % <d< % and ¢ < co(o,0’) defined in Proposition 2.21, we define

Doqg = VU, q € & 5,4 the fonction constructed by the contraction mapping theorem in Proposition 2.21. From
Corollary 2.25, for any 0 < ¢ < ¢’ < 1, this function satisfies, for ¢ < ¢y(a, 0’), that

’

1¥e.dllor.a < K(o,0")c! =7

With equation (2.23) and Proposition 2.26, if we show that ®. 4 is a continuous function of ¢ and d, then there exists
¢o > 0 such that, for any 0 < ¢ < ¢g, by the intermediate value theorem, there exists d. > 0 such that A(c,d.) = 0.
This would conclude the construction of the travelling wave, and is done in subsection 3.1. In subsection 3.2, we
compute some estimates on ). which will be usefull for understanding the linearized operator around .. We also
show there that Q. is a travelling wave solution with finite energy.

3.1 Proof that ¢., is a C' function of ¢ and d

To end the construction of the travelling wave, we only need the continuity of ®. 4 with respect to ¢ and d. But for
the construction of the C! branch of travelling wave in section 4, we need its differentiability.

3.1.1 Setup of the problem

From Proposition 2.21, the function ®, 4 is defined by the implicit equation on &, » 4
(mL()+ 1 —n)VL(/V) Mg (=F(®c,a/V))) + Pe.a = 0,

where (nL(.) + (1 —n)VL'(./V))~! is the linear operator from Eux o.a N {(., Za) = 0} to Ex 5.4, that, for a function
Vh € Evx,or,a with (Vh, Zg) = 0, yields the unique function ® = V¥ € &, , 4 such that

nL(®) + (1 —n)VL (V) = Vh

in the distribution sense. We recall the quantity Z;(z) = 94V (x)(7(4r1) + 7(4r_1)) defined in subsection 2.3 and
we have defined the projection
Zq

I (®) =D — (D, Z .
d( ) < d> ||ZdH%2(R2)

We want to show that (c,d) — ®.q4 is of class C' from values of ¢,d such that 0 < ¢ < ¢o(0) and 53 < ¢ < 2
to Ex,5,q- The first obstacle is that &, 4 depends on d (through 7), both in the weights in ||.||+,+¢ and in the
orthogonality required: (®,Z;) = 0. To be able to use the implicit function theorem, we first need to write an

equation on @ in a space that does not depend on d. The norm ||.||«,s,4 depends on d (through 7):

[Vloa = [IVElcaicay + 177U Lo isop + 1PV oo (722}
+ 77l oo ((rn2y) + IF TV Lo (grn2y) + 17TV oo (72 -

For dg € R,dg > 10 and d € R such that |d — dg| < ¢ for some small § > 0 (that we will fix later on), we define

s (@ . ®
H(I)|®,o,d® = ||(I)||C2({F®<3})+ T‘(gr Re (—) + T?@Jr VRe (—)
Ve /Lo ({ro >2}) Ve /L ((ro>2})
® o
+  ||FgIm (—) + |75t VIm (—)
Ve /L ({ro>2}) Ve /L ({ro>2})
®
@,
Ve /L ({ro>2})

where Vg = Vi(z — d®e_1>)V_1(:v + d®e_1>) and 7e = min(r1 g, r—1,¢) with 1, = |z — d®e_1>|,r_1,® = |z + d®e_1>|.
Then, for ® =V € &, , 4 (V taken in d),

Kq|||

wod < [P

®,0,dg < K2H\Ij||*,a,d (3.1)
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where K1 2 > 0 are absolute when |d — dg| < d. Indeed, we check with simple geometric arguments that if 7g > 1,
V taken in d, then 7 > 1/2 and we have

K |4 K
— —1 d V)€ 7——=3 3.2
olsme = [P ()< &2
for a universal constant K > 0. Moreover, we have, for instance, if 7g > 2 (hence 7g < 27),
P P eV
~1+o ~1+4o0 ~1+o
(@) < pon () o35 1)
< KNt K |2 3| < K.
Using (3.2), we can estimate similarly all the terms in (3.1).
We define similarly, for g = Vig(g1 + ig2) € C'(R?), o’ > 0
l9lle®.0r.de = lgllcr(tra<ay) + 17677 g1l (res2p) + ITa" 7 g2/l ((re>2) + IF5 " VLo (7o >2})-

We have that there exist C1,Co > 0 universal constants such that, for 0 < ¢’ < 1 and any d,dg > 10 with
|d — de| < 6, for any Vh € Euv o0, g = Vh,

Cillplles0r.a < llglle®,0r.de < C2llhllx,07a-

We define the spaces, for 0,0’ > 0,
8®107d® =

{® € C*(R?, ©), || @,0,d5 < +00, (®, Zgy) = 0,Vx € R?, ®(21,22) = (21, —22) = ®(—21,72)}

and
5@@,(!/,(1@ = {g S Ol(]R27 (D)a ||gH®®7U/7d® < +OO}
We infer that, from Proposition 2.17, that the operator

(L() + (L =mVL'(./V)) " olly

goes from Egg.07,dg 10 £,0,d, and that (for 0 <o < o’ < 1)

L) + @ =mVL (V) ol llege o i ~E0.0a

is bounded independently of ¢,d and dg if |d — dg| < 6. Indeed, the norms |.||+,0.q and ||.||@ 0,4y are equivalent,
as well as the norms ||.|l«x,o/,¢ and ||.[|@®,0’,ds for any o,0’ > 0. About the orthogonality, we replaced (®,Z4) = 0
by (®, Z4,) = 0. This does not change the proof of Proposition 2.17, since when we argue by contradiction, if for
a universal constant |A| < § we took the orthogonality (®, Z;4,) = 0 instead of (®,Z;) = 0, the proof does not
change, given that § is small enough (independently of d). To be specific, we have to take § small enough such that
(02, V1,05, VA(. + X)) > 0 for all X €] —4,9].

Therefore, we take a sequence D™ > ( going to infinity such that |[D+1) — D™ | < §/2, and for any given d
large enough, there exists k(d) such that d €]D®*(@) —§/2 D*() 1 5/2[ and the proof of Proposition 2.17 holds
with the orthogonality (®, Zp k) = 0 for any value of d in | D) —5/2 D*() 1 5/2[. We denote D*(4) = dg.
The inversion of the linearized operator then holds for d €]D™ — §/2, D™ + §/2[ with D™ = dg, for all n € N
large enough.

Furthermore, the contraction arguments given in the proof of Proposition 2.21 still hold (because the norms are
equivalent), hence we can define ®. 4 by a fixed point argument 1f S <c <2 Z and |d —dg| < ¢ in the space £g o,4
that does not depend on d.

We want to emphasize the fact that we change a little the definition of the spaces compared to section 2. In
particular, for & = is on the function ®, and before, for ||.||+,»q¢, it was on ¥. This is
because V' depends on d, and we want to remove any dependence on d. The same remark holds for ||.||¢®,o’,d, and
[-le®,0r,a (With g = Vh).
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We continue, and we define
H(®,c,d) == (nL(.) + (L =mVL'(./V))  (~1z (F(®/V))) + 2.

The function ®¢ 4 € Eg,0,4, is defined, for 55 < ¢ < 2 and |d — dg| < 4, by being the only solution in a ball of
E®,0,dp (With a radius depending on ¢, 0’,dg and ¢ but not d) to the implicit equation on ®: H(®,c,d) = 0. This
means that we shall be able to use the implicit function theorem in the space £g ¢4, on the equation H(®,¢,d) =0
to show that @4 is a C* function of d in £g,q.4, (for values of d such that 5; < ¢ < 2 and |d — dg| < §). We
want to differentiate this equation with respect to ® at a fixed ¢ and d, and show that we can invert the operator
obtained when we take ® close to ®. 4. Since (nL(.)+ (1 —n)VL'(./V))~! and Il are linear operators that do not
depend on @, it is easy to check that H(®, ¢, d) is differentiable with respect to ®, and we compute

de H(®,c,d)(p) = (nL() + (1 =)V L'(./V)) (g (=du F(p/V))) + ¢.
To show that de H(®,c¢,d) : £g,0,d5 — E®,0,d, and that it is invertible, it is enough to check that
Il (L) + (1 =mVL' (V)T Tz (do F(/VI)leo .y —+€o.0ay = 920(1)s (3.3)

which implies that de H(®, ¢, d) is a small perturbation of Id for small values of ¢ (at fixed o). From Proposition
2.17, we have that |[|[(nL(.) + (1 — n)VL'(./V)) oIl is bounded independently of d and dg if

|d — dg| < 6, thus it is enough to check that, for some o’ > o (we will take o/ = 122 > ¢),

||‘S®®,g/,d® %g®,n‘,d®

’
0,0

|||d‘I’F(')|||5®,o,d®—>5®®,(,/,d® = Oc—)O(l)'

This is a consequence of the following lemma (for functions ® = VU such that ||¥|«¢.q = 07_(1), which is the
case if @ is near ®. 4 since |V, gllv.0.a < K(0,0)c' "), where we do the computations with the *—norms since

they are equivalent, with uniform constants, to the ®-norms. We define
140
2

(o) : > 0.

Lemma 3.1 There exists C' > 0 such that, for 0 < o < 1 and functions @ = V¥, o =V € & 54, if ﬁ <c< %
and [|U||s,0.a < 1, then
1de F () s y(0).a < Cl¥ | w0all ]

Proof Recall from Lemma 2.7 that

*,0,d-

F(U) = E —ic0.,V+ V(1 —n)(=VU.VE + [V]2S(T)) + R(¥)
with S(¥) = e2R¢(¥) — 1 — 20Re(V) and R(V) at least quadratic in ® and supported in {7 < 2}. We compute
dyF(¥) = V(1 —n)(=2VE.VY + [V [2dS(¥)) + du R(¥).

We recall the condition 2_1(1 <c< %. For the term dy R(%)), since R is a sum of terms at least quadratic in ® and

is supported in {7 < 2} (see the proof of Lemma 2.7), when we differentiate, every term has ¥ or V¥ as a factor.
Therefore,
| dw R(Y) [l 4s,v(0).a K||®]|c2(map VYl 2 (g2

<
< K| Yoall¢ll0,a-

Now, for Re(VU.V)), since o > 0,7v(0) < 1, we estimate

[F N DR(VEVY) | oo ((rm2yy) < FHTOIVE] x V|| oo (7521
Fl+v(o)

< Kl oallvllsod | 5z

Ylls,0,d-

L=({7>2})
< K|[¥[0.l
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Similarly,

[P IM(VEVY) || (rzy <P VRV VIMY| Lo (701
+

||7:2+V(U) ij‘l’Vle/)HLao({;}Q})
F2+v(o)
534—20'

N

K[[]ls0.all¢ll+,0.a

L= ({7>2})

N

K[[90,

*,0,d-
With similar computation, we check that
1PV (VO L ((m221) < KN w0,all Pl 0,0-

Finally, we have
dyS(¥) = 29e(¥) () — 1),

a real-valued term, and since |||, 4 < 1, we estimate

||T1+V(U)me(1/f)(€2m(‘p) - 1)||L°°({F22}) < K||7:1+V(U)me(7/f)me(‘1’)||L°°({F22})
K6l ¥l | o
< *,0,d *,0,d || T2 0,
PR e (g2
< KH\IJc,d” 0, *,0,dy
as well as
72T (Re(1) (W) — 1)1 rm2py < KPP OIR(V)Re(P) || oo (7321
+ K[ Re()Re(VE) || L (7521
KNl [0l |
< c,d||*,0,d *,0,d = p
TR | L (g2
< K| Pedll«odlltll«0.d-

These estimates imply
[dw F ()l sx7(0).a < Cll¥e.dllx0.all ]l +.0.a-

3.1.2 Proof of the differentiabilities of ®. 4 with respect of ¢ and d

We shall now show that ¢ — ®. 4 is C' and compute estimates on 0.V, q at fixed d, and then show that d — &, 4
is C! at fixed ¢ and estimate 04®c,q. These estimates will be usefull in subsection 4.6. For d — ®. 4, we will use
the implicit function theorem (see Lemma 3.3), but we start here with the derivation with respect to c.

Lemma 3.2 For 0 < o < 1, there ezists co(o) > 0 such that, at fized d > 260(0)’

1 2
(d (I)c,d € Cl (:| ﬁ’ E |:ﬁ]07 CO(U)[, g*,a,d) .

Remark that, at fixed d, 0. ®.,q = V0.V, q-

Proof In this proof, we consider a fixed d > We define, for ¢ € R such that 2_1(1 <c< % and 0 < ¢ < ¢o(0),

the operator

He: @ = (nL(.) + (1= n)VL'(./V))" Iz (F(2/V)))
from Eg 5.4, t0 €,0,d,- The dependency on ¢ is coming from both F and (nL(.) + (1 —n)VL'(./V))™!, and in this
proof, we will add a subscript on these functions giving the value of ¢ where it is taken. Take ¢’ € R such that
% < <2and 0 < <o), and let us show that

”]Hc-i-a (Q)C’,d) - HC((I)C’,d)

®,0,dg — Ogio(l)'
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In particular, remark that we look for a convergence uniform in ¢’. By definition of the operator (nL(.) + (1 —
nVL'(./V))~, the function Hete(Perq) (in Eg,0,4,) is such that, in the distribution sense,

(O + A =nVL () | Bere(®0,0) = T (Fere (@ a/ V).

Since @ 4 € C°°(R?), we have that H.1 (P 4) € C*°(IR?) and the equation is satisfied in the strong sense. Further-
emore, since I+ (Foqc (P .a/V)) € 8®®)2+Ta)d® by Lemmas 2.22 to 2.24 with ||Hj(Fc+s(‘bc',d/v))||®®7HTo7d® < K(o)
(since 4 € Eg 240 g, With ||q)0’7d||®,”T",d® < K(0)), we have, by Lemma 2.18, that Heyo(®e d) € Eg ~(0),de

(since (o) < 2:2) with, fom Proposition 2.17, |Hete(Pe,d)ll@(0),de < K (o). We check similarly that

(L + A =VL () (@) = T (Fe(®e.a/V)).
Now, from the definitions of L and L’ from Lemma 2.7, we have

(1LO+ A=V (3)) | Eere(@ew) = (nLO+Q=0VL () Here(®ea))

cte c

- isnamg ]Hchs (q)c’,d)
— ie(1- )V, (HC"‘E‘(/(I)C’,d)) |

and therefore

(1O +A=mVL () (Here(@ora) = He(®e0))

(&

= —(MF(Feie(Per g/ V) = Fo(Per a/V)))

— e <n8I2HC+E(¢c/,d) + (1 — 77)V812 <w>) )

We check, using Heto(Per d) € Eo 1(0).dg» IHete(Perd) @ (0),de < K(0) that

. Hc (I)c’,d

1€ (77(912]1'104_5((1)0/),1) + (1 — n)Vamz (%)) S 5@@77(0)1(1@,
with

< K(o)e.
®@®,7(0).de

In particular, by Proposition 2.17 (from Egg,4(0),de 10 £s,0,ds), We have

”]Hc-‘ra(q)c/,d) - HC(@C’,d)H(@,U,d@
< K(0) |G (Foye(®er,a/V) = Fe(®era/V)) 0 .(0) do
+ K(o)e.
We recall that
F.(U)=FE —icOp,V+ V(1 —n)(=VU.VY + |V]2S(T)) + R.(),

therefore
FC+E(®C/1d/V) — Fc(‘bclﬁd/V) = —is&sz + RC+5(‘I>C/1(1/V) — Rc(q)c/ﬁd/V).

By Lemma 2.5 (for i0,,V’) and the definition of R, (in the proof of Lemma 2.7), we check that, for any 0 < o < 1,
since | Ve glls.0.a < K(0)co(0) ™79 < K(0),

e
”Hﬁ[(Fchs((I)c/,d/V) - FC((I)C/,d/V>)||®®7U,d® < K(U)E-

We conclude that
”]Hc-‘ra(q)d,d) - HC(@C’,d)H(@,U,d@ = Ogio(l)v
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thus Hey o (P q) = He(Per g) when € — 0 in Eg 5,4, uniformly in ¢/. We remark that it is also uniform in d in any
compact set of 0, co(o)].

The next step is to show that ¢ — ®. 4 is a continuous function in &, 5 4. Take ¢,, a sequence such that €, — 0
when n — oo, then || @i e, dllv0.a < Ko(o,0")(c+e,)'" (for Ko(o,0’) the constant in Proposition 2.21), and (in
the strong sense)

(O + =V () @eren) + T (Frve, (Seie,a/V)) =

With the same arguments as in step 1 of the proof of Proposition 2.17, we check that, up to a subsequence,
®.yc, — @ locally uniformly in R? for some function ® € &, , 4 such that ||®|.. .4 < Ko(o,0')c* =7 . Then, since

Heye, ((I)c-l-an,d) + Peye,,a =0,

by taking the limit when n — oo, up to a subsequence, since Hoto(®rr 4) = He (P q) when € — 0 in &, 5,4 (the
norm is equivalent to the one of &g 54, ) uniformly in ¢/, we have

H,(®) + & = 0.

But then, ® € &, 5.4, vod < Ko(o,0")c* 7" and He(®) + & = H(®,¢,d) = 0. By Proposition 2.21, this implies
that ® = ®. 4, therefore ®. 4 is an accumulation point of ®.., 4. It is the only accumulation point, since any other
will also satisty ® € &, 5.4, wod < Ko(o, U’)clf", and H(®,¢,d) = 0. Therefore, @cie, ¢ = Pc.q in Es 0,4, hence
¢ +— ®. 4 is a continuous function in &, 4 g.

Now, let us show that it is a C! function in &, , 4. Since He(®. 4) + ®c.q = 0, we have

(nL()+ A =mVL (7)), (Pesed — Pe.a)
= _(Hdl (Fc+s ((I)chs,d/V) - FC((I)C,d/V)))
— iz (10 Berea+ (L= )V, (2522))

Furthermore, from |[IL} (Foye (e ,a/V) — Fo(Pera/V))|l0®,0,d0 < K(0,c)e and

D,
ie <778x2<1>6+57d + (1 =1V, <%d>) < K(o,c)e,

®@®,0,de

we deduce that [|[®cycq — Pedll@,0,ds < K(0,C)e.
From the definition of F, we infer that

FchE(q)chs,d/V) - FC((bC,d/V)

—i€0y,V

V(=) (~V¥etea-VV¥eica+ VP a. V)
V(I =n)VP(5(Petea) — S(¥ea))
Reye(Werea) — Re(Weq).

+ + +

Now, regrouping the terms of I (dy Fo((Peye,d — Pea)/V)) and using ||Peiec.a — Peyall®,0,d0 < K(0,c)e for the
remaining nonlinear terms (which will be at least quadratic in ®cyc g — ®c 4, since F is C°° with respect to ¥), as
well as the fact that ¢ — R, € C*(]0,co(0)[,Ct(R?)), for any 0 < o < 1,

7 (Feye(®etea/V) = Fe(®ea/V)) = Mg (duFe(Pete,a = Dea)/V))
+ eIl (=i0s,V)
O a)
where Ol“yﬁ (52) is a quantity going to 0 as €2 when € — 0 in the norm ||.|[«x .4 at fixed o, c. We deduce that
(1d+ )+ (L =mVL (), (T (e Fo( V) (Besea — D))
= PO+ A=)V (), (~ell (=i02,V) = i (102, Petea+ (1 =)V, (2524)))
+ (LG + A=)V (), (O (),
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and we have shown that (Id +(mL()+ (1 —n)VL (7));1 (I (%d<ch(./V)))) is invertible from Eg 5.4, t0 €&,0,de

(with an operator norm equal to 14 07_,,(1) if taken in ® = ®, 4, see Lemma 3.1). Furthermore, ®. 4 is continuous
with respect to ¢ in Eg (0,4, (With the same computations as previously, replacing o by v(c)), therefore

D, D,
nam @04_5),1 + (1 — n)Vamz (%’d) — namzq)c)d + (1 — n)Vamz ( V,d)

in Ege(0),dg When € — 0. We deduce that ¢ — @, 4 is C' in £g 5.4, (and therefore in &, 5.4). O

Now, we show the differentiablity of ®. 4 with respect to d.

Lemma 3.3 For 0 < o < 1, there exists co(o) > 0 such that, for 0 < ¢ < ¢o(0),

1 2 1) 0
drs @ q€C G%,E{ﬂ}deg—§7d®+§[75®7o,d®>-

We recall that § > 0 is defined at the beginning of this subsection.
We check easily by standard elliptic regularity arguments that 9.®. 4 € C°°(R?2, C). Furthermore, ¢ + ®. 4 is

C! with values in &, 4.4, therefore 9.V®, 4 is well defined (in CY(R?, C)). Let us show that it is equal to V9. 4.
For ¢ € C°(IR?, C), we have, by derivation under an integral, that

8cvq)c,d80 = 8c/ V@, a9
R2

= _ac / (I)c,dv(p
R?2

= - / acq)c,dv(p
R?2

Vacq)c7d(p.
R?2

R2

Therefore 0.V®. q = VO.P. 4 in the distribution sense, and thus in the strong sense. Furthermore, thanks to the
equation nL(Pe g)+(1—n) VL (Ve a)+F(Veq) = Ne,d)Zg, we can isolate A®, 4 as in (2.11), and show in particular
that it is a C* function of c¢. By similar arguments as for the gradient, we can show that 9.A®. 4 = AP, 4.
Furthermore, the same proof holds if we differentiate ®. 4 with respect to d. We can therefore inverse derivatives
in position and derivatives with respect to c or d on ®. 4.

Let us also show that (c,d) — 0. q is a continuous function from Q := {(c,d) € R?,0 < ¢ < ¢o(0), 5= < d < 2}
to €« »,d. With the same compactness argument used in the proof of the continuity of ¢ — ®. 4, we can show that
(¢,d) — P, q is continuous from Q to &, 5 4. From the proof of Lemma 3.2, we have that

(1a+ (o200 + =y e (3)) (L @or(/v) ) @c00)
D q

= M (0F(Pea/V)) — indpy®e.q+ (1 — 1)V, (7) :

Since (¢, d) — ®. 4 is continuous from Q to &, 4, and that the dependence on (c,d) of the other terms of the
right-hand side is explicit, we check that I3 (9. F(®c.a/V)) — in0zy Pe,a + (1 — )V Oy, (q)‘c,’d) is continuous from

to Ess y(0),a- We check also that (c,d) — (Id+ (nL(.)+ @1 —nVL (v))_l (Hj(d\yF(/V)))) is continuous from
Q10 Evvy(0),d =+ Ex,0,a, and thus (¢, d) = 0.P¢ q is a continuous function from € to £ 5q. The same proof holds
for (C, d) — 8(1(1)67(1.

We end this subsection with the symmetries of 9;%P. 4.
Lemma 3.4 The function 03P, q satisfies the symmetries: for x = (x1,z2) € R2,

0aPea(x1,22) = 0aPe a. (—x1,22) = 04Pc a(x1, —x2).
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Proof From subsection 2.3,
Vo = (21,22) € R?, W, 4(w1,22) = Ve a1, —22) = Ve g(—21, 22)

and V enjoys the same symmetries, therefore for all d € R such that % <d< %,

O q(x1,x2) = Pca(—z1,22) = De (w1, —x2).

Since

. Pegre —Peq
Dab, g = lim —odte — Ped
e—0 £

these symmetries also hold for 94®. 4. O

3.2 End of the construction and properties of Q).

A consequence of equation (2.23) and Proposition 2.26 is that, for 0 < o < 1, there exists ¢o(o) > 0 such that, for
0<ec<eolo),
NL(®cq) + (1 —n)VL (Vea)+ F(Yeq) = Nc,d) Zg

with )
M) [ 0avEn=r (5 - ) + OZo( )
. d

Following the proof of Proposition 2.26, with Lemmas 3.2 and 3.3, we can check that the OJ_,,(c?>~7) is continuous
with respect of ¢ and d. Therefore, by the intermediate value theorem, there exists d. > 0 such that A(c¢,d.) = 0,

with

for ¢ > 0 small enough. Then, for the function ®. 4, = VU, 4 with [|[Ue g |«.0.4. < K(0,0")c! ™", we have

nL((I)c,dc) + (1 - n)VLI(\I]c,dc) + F(¥ea,) =0,

meaning that if we define
Qe =1V (1 + W) + (1 —mVeros,

then Q. solves (TW..).

3.2.1 Behaviour at infinity and energy estimation

Lemma 3.5 The function Q. satisfies Q.(x) — 1 when |z| — oo.

Proof From ||[¥. g, |04, < K(0,0")c! =% we have ¥, 4 (z) — 0 when |#| — co. Furthermore |1 — V|? < ?J(ig) by

Lemma 2.3 and Q. = VeYedc for large values of |z|, hence Q.(z) — 1 when |z| — oc. O
In the statement of Theorem 1.1, we have set Q. =V +I'¢ 4., we therefore define
Lo, = nV¥Weq, + (L=n)V (e¥ede —1). (3.4)
We compute that
I‘c de
HT7 < K||\I]C7dc| *,0,dc + H(]‘ - 77) (e‘pc,dC -1- \I]C7dc) x.0.d. "
*,0,dc e
and since |Ue 4. |l«.0.d. < 1 for ¢ small enough (depending on o), we have
—+o00 \I/n;2
U, C,ac
A N PRI q [t P i
n=2 *,0,d.
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Now, for 0 < o < ¢/ < 1, we have 1+T“/ > 19 hence

1_ 1o’ 1_14a’

C 2 C 2
Uea|< K(o,0')——— and |VV.4|< K(o,0')————,
e < Koo Ve <Ko
therefore
1—0’ 1-o’
Vou P <K(0,0)——— and |VU.4|?< K(0,0' .
| ,dc| (Uv o ) (1 ¥ F)l_,_a an | 1dc| (Uv o ) (1 + F)2+a'
Thus, with |V2¥, 4 | < K(o, a’)%, we check that, for any 0 < 0 < 0’ < 1,
“+o00 \I]n;2
2 ¢, dc N, 1—o’
1-n)w2, nz::z m d < K(o,0')c 7.

Combining this result with || ¥, g ||«.0.q. < K(0,0")c!™7", we deduce that

H I‘Cvdc

v < K(o,0')c 7, (3.5)

#,0,dc

In particular, we have, for any 0 < o < ¢’ < 1,0 < ¢ < ¢o(a,0"), that

K(o,0')c =7

Lea.| < -
| ;dcl (1+T)U

; (3.6)

’

Tea K(o,0')ct=°
de V| <
}me< v )‘\ 9

and, if 7 > 2,
I‘c d

1yde

\%

I‘c,dc

[VTc.a.| < ‘V (7) ‘ +

v

v X

3

K

therefore, using |VV| < a+m

from Lemma 2.1, we have

K(o,0')c =7

r'. < ——7F.
|V ,dc| (1+,r)1+g

(3.8)

L < K(0,0')c' 7", We now show the

Estimate (3.8) remains true in {7 < 2} since ||T'cq.[c1(frg2)) < HVH* o S

estimates on I'; 4, of Theorem 1.1.

Lemma 3.6 For +00 > p > 2, there exists co(p) > 0 such that if 0 < ¢ < co(p), we have T4, € LP(R?),VI .4, €
LP~Y(R?) and
ITe.dcllzr@m2) + [VTe,d. ]| Lo-1m2) = 0c—0(1).

Proof If p =400, using (3.6) and (3.8), we infer
ITe.a. ]l (re) < K (o),

IVE e |l (m2) < K (o) ™7,
hence the result holds. If 2 < p < +oco then, by (3.6),

Teall® K Ne(l=o")p
/ T |P < / H LC'[ RS Klo,07)e 77 )? dx.
R Rz (1+7)P7 r:  (L+7)P°

Taking 0 < o < ¢’ < 1 such that po > 2 then gives the result. Furthermore, by (3.8),
K N .(1—o")p
/ Vo< [ Koo 72,
R2 ’ R2 (1 + T)p(g+1)

o1



so for p > 1 we can take 0 < o0 < ¢/ < 1 such that p(c 4+ 1) > 2 and we have the result.

O

Remark that we can have better estimates on I'. 4., in particular if we look at real and imaginary parts of FCV#

For instance it is possible to show that

- 06%0(1)
Lr({F>1})

()

for p > 1 instead of p > 2. This estimate does not hold for + small since it is not clear that . 4  is bounded there

(but ®. q, is). This is due to the fact that the zeros of Q. are not exactly those of V.

Lemma 3.7 The travelling wave Q. has finite energy, that is:

1 1

— 2 232
Q) =3 [ VP +7 [ 1-1Qp? <+

Proof Far from the vortices, VQ. = V(V1V_y)eYede 4+ VU, 4 V1 V_1e¥ede. We know that, for 7 > 1,

K(o)

7’:1+a'

|V\I]C7dc| <

and (by Lemma 2.3)
K(e)

IVIIVo1)l < —3

3

hence
K(c,0)

7’:2+2a'

IVQ.|* <

and is therefore integrable. On the other hand,

1= 1Qcl?| = |1 = [ViVoy e Mool | KL — VIVo P+ VAV P [9Re(e0,)]),

and we have
1- WV =0 (%) and  Re(V.q.) = 0" (%) ,
therefore
-1 =0 (1)

and is integrable.

O

At this point, we have finished the proof of the construction of Q.. In the next two subsection, we add some
estimates on ). that will be usefull for the differentiability of the branch, and others that are interesting in

themselves.

3.2.2 A set of estimations on Q.

The next Lemma gives additional estimates on ). which are more precise but more technical than the ones in

Theorem 1.1.

Lemma 3.8 For any 0 < 0 < ¢’ < 1, there exists co(0,0"), K(0,0") > 0 such that for 0 < ¢ < co(o,0’) we have

/

1Vealloa. < Ko, ')t
Furthermore, for any 0 < o <1, there exist co(o), K(o) > 0 such that for 0 < ¢ < co(0) we have

Ve allori<s) + 1F7Im(We g, )| L ms2) + 17T Re(We g, )| Lo (722)
+  FHIIM(Vea,) L) + TRV a,) || Lo (m22)
< K(o)' o,
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K(o)
11 —1Q|| < A+ ne

B K(J)clf‘y
|Qc V| ~ ( )
) K(o)e' 7
||QC| |V| | = (1 + ~)1Jra'
_ K(o
[Re(VQ.Q.)| < ﬁ
K

[Im(VQQ.)| <

1+7

(3.11)
(3.12)
(3.13)
(3.14)

(3.15)

Equation (3.10) is a slight improvements of (3.9). It is, except for the second derivatives, the estimate in the

case 0’ = 0.
Proof The first estimate (3.9) comes from the construction of the solution.

We now take x a cutoff function with value 1 in {7 > 2} and 0 in {7 < 1}, we write U = XWe,d, and h = xh,
where h contains the nonlinear and source terms. We recall from (B.8) that U= \Ill + Z\Ifg and h = h1 + zhg satisty

the system

AT, — 20, = —hy — 2%e (%.vﬁ/) —2(1 — [V2) Ty + ¢, Ts + Locy (V)
A‘i’g = _;LQ —2Jm (%V\if) + LOCQ(\I/) - c@mlifl,

where Locy (¥), Loce () are localized terms. From Lemmas 2.22 to 2.24, we check that for any 0 < 0 < 1,

7]l x,0a < K (o)

Furthermore, as in the proof of Proposition 2.17, we check that (using ||\if||*7g/27d < K(o)el™7)

H— VU —2(1 — [V|*)%Re(¥) + Loc(W) < K(o)cte.
*k, 0,d
Finally, with (3.9), for ¢/ = 2 > o,
160, Pl ss0a < K ()| ¥l .4 < K (o) T3 < K(0)e!™

With Lemma 2.10 for « = 1 + ¢ > 0, we deduce from the first equation of the system that
(1 + 70 | oo (2

~ v . .
< K(o)||(1+7)e (—hl — 2%Re (V_ V\If> —2(1 = |VI2)Uy + ¢0,, Vs + Locl(\I/))
Lo (R2)
< K(o)d'™7,
and, by differentiating the equation, by Lemma 2.10 for a =240 > 0
(1 4727V | Lo (r2)
240 7 VV s 2\ F ST
< K(0)|(1+#)2V [ —hy — 2%Re [ .V ) — 2(1 — [V|2) 1 + ¢, T3 + Locy (T)
v L= (R2)
< K(o)d'™.

Now, using Lemma 2.8 and ||(1 + 7)2t7 V||« (r2) < K(0)c} 7, we infer that
11+ 77 Fall ey + (14 PoT e
_ V. 3
(1+7)2Fe (_h2 —20m (VTV\I/) + Loca (¥) — 08m2\111>

< K(o)c' e,

< K(o)

Loo(]RQ)
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which concludes the proof of (3.10).

The estimate (3.11) is clear if ¥ < 3. If # > 3, then Q. = Ve¥ede and, for ¢ small enough (depending on o),
[Re(T,eq,)| < 1, thus

11— 1Qcll 1— V|- |V|( o) _ 1)\

< =Vl + K[Re(Vea,)l
< K K(o)ct=7
SO+ A)2 0 (147
. _Ko

(14 7)tte

by Lemma 2.3 and (3.10). For (3.12), if ¥ > 3, we compute

K(o)ct=°

c—V|=1|V]|x ede — ] Cl¥,.q.| < —
|Q | | | ‘6 | | d| (14_7‘)0

and if 7 < 3, |Q. — V| < C||¥¢,q,|l+,0,d4, and the estimate (3.12) holds. Similarly, for ¥ > 3,

1—0o
1Qel? = V2] < V2 [o2et¥ae) ] < LK

(14 7)lte

and for the same reason if 7 < 3 the estimate (3.13) holds. Inequalities (3.14) and (3.15) are clear if 7 < 3 and we
compute, for 7 > 3,

VQ.Q.=V (Ve‘lfc,dc) Velede = YY1 e2Re(Pede) |V|2V\I/c,dce2m(‘l’c’dc).
We have |e2%¢(¥ < 1 for ¢ small enough and by Lemma 2.1 we have [Jm(VVV)| < £ and [Re(VVV)| < (1+T)3

Combining it with [V, 4 | < % from (3.10), estimates (3.14) and (3.15) hold. O

3.2.3 Estimations on derivatives of ®., with respect to c and d at d = d..

We cannot easily compute 95V 44—q. because of issues locally around the vortices (due to the fact that W, 4 is
unbounded near 7 = 0, and changing d change the position of the vortices). We shall prove instead an estimate on
0aPc d)d=d., as well as an estimate on 9.V, 4|4—q, -

Lemma 3.9 For any 0 <o < ¢’ <1,c € R such that 53 <c¢ < 2 and 0 < ¢ < co(0,0"), we have

’

0¥ qja=a.|l«,0.a < K(o,0")c™°
and
04®ec.q

Vi < K(o,0')c ™7,

with K(o,0’) > 0 depending only on o,0".

#,0,dc

See Appendix C.2 for the proof of this result.

4 Differentiability of the branch c — (.

The goal of this section is to prove that the constructed branch is C*, and to give the leading order term of 9.Q.
as ¢ — 0. The result is the following one.

54



Proposition 4.1 For any +oo > p > 2, there exists co(p) > 0 such that
¢ Qe —1€ (0,00 (p)[, Xp),

with the estimate

0eQe + (”7;0(”> Qa(Vi(- = del)Vor (- + ded))ja=a,

1
‘ Xp T (02)'

Proposition 4.1, together with subsection 3.2, ends the proof of Theorem 1.1. Subsections 4.1 to 4.7 are devoted
to the proof of Proposition 4.1.

In this section, to make the dependances on c and d clear, we use the following notations. We denote ®. 4, ¥, 4
and I'c g in order to emphasize the dependence of ®, ¥V and I' in Proposition 2.21 on ¢ and d. A value of d that
makes A(c,d) = 0 in Proposition 2.26 is written d.. We will show later on that there exist one and only one value of
d. satisfying this in ]g, 20[. With these notations, Q. = Vi (. — dce_f)V_l(. + dce_f) + T 4, is the solution of (TW.)
we constructed in section 3.

In subsection 3.1 we showed that ®. 4 is a C" function of both ¢ and d. We also have computed estimates for
the derivatives of ®. 4 with respect to ¢ and d in Lemma 3.9, that will be usefull here.

The goal is to show that d. is a C! function of c. We will do this by the implicit function theorem, but this
requires a lot of computations. In particular, in Proposition 2.26, d. was choosen so that

(L(®e,a) — (L —n)(E —ic05,V)¥eq+ F(¥cq),04V) =0,

but we may equivalently define it by the implicit equation

/ Re((L(@ed) — (1 = ) EWeg + F(Uy2)TaV) = 0.
B(def,ds’ )UB(—dei,d=’)

This is the same equation but the scalar product is not taken on the whole space but only on B(de_f,da/) U
B(—dei,d*") for some 0 < ¢ < 1 (we will take & = 13/24 but this value is purely technical, other values are
possible). The only reason why we take it in the whole space in Lemma 2.26 was because of the boundary terms
that will appear in the integration by parts when we write

(L(®),04V) = (@, L(0aV)).

With the boundary terms on the boundary of B (:I:de_f, dEl), ¢’ > 0, we are far enough from the vortices to make
them small enough for our estimations. Thanks to this we can separate what happens near the vortex Vi from what
happens near the vortex V_; because now the integrals are in two well separated domain, one around each vortex.
We use this in subsection 4.1. We need to differentiate the equation with respect to d. If we write Q¢q =V +1T'c 4,
then 04Qc = 94V + 0q(T¢,q). The term 94V is easy to compute and to understand: we just move both vortices
in opposite direction. But dql'c 4 is very difficult to understand, and our estimations on I'c 4, are not enough to
compute easily what happens with sufficient precision to control its contribution. We would rather write Q. 4 under
the form
Qe.a(z) = (Vi(x — de7) + Ti(x — dep)) + (Voi(z + dei) + Ty (z + dej)) + Err

where fl(x — de_f) is centered near V1, is small and is here because of the existence of V_; far away. Then the term

we understand is ~
Oz, +a(Vi(z — dei) + Ty (z — dei))

which is what changes near the center of ¥, when we move only the other vortex. This can be computed more
easily and that is what we do in subsection 4.3. This term is easy to compute only near the vortex Vi, and that is
one of the reasons we work only on B (de_f, dsl). The main contribution to the variation of the position of V_; is as
expected from the source term E — icd,, V. This is the computation of subsection 4.4.

Furthermore, most estimations boils down to what happen near each vortex, see for instance the contribution
of F in step 5 of the proof of Proposition 2.26, where we separate the contribution far from both vortices and close
to them. By integrating only on B (de_f, d“f/) we reduce the number of estimations we need to do. Moreover, in such
a ball the contribution of the vortex V_; and its derivatives are easy to compute, see subsection 4.2.
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Subsection 4.5 gathers all the estimations needed to show that only the contribution from the source term is of
leading order. Subsection 4.6 and 4.7 are easy computations using previous subsections to compute the first order
term of 9.Q)..

The main and most difficult part is subsection 4.3. We want to show that d,, 4(I'1 (z — de7)) is much smaller
than f‘l(x — de_{), i.e. that the derivative with respect to x; + d gives us additional smallness in ¢. For this we do
a proof by contradiction which follows closely what was done in the proof of Proposition 2.17.

We define the following differential operators:
Oy, := Oy, — 04,
821 = 8951 + 04.

These notations follow the definitions of y; = #1 —d and z1 = 1 + d from (2.1). The derivative in d is taken at
fixed c. The function 93P, q is the derivative of ® with respect to d at fixed ¢ and we shall use the notation

0a®c.d, = 0a®Pc gjd=d,,

and similarly for 94I'¢ 4, and 04W.q,. The derivatives d,, and 0., behave naturally on function depending on x
and d only through y or z, as shown in the following lemma.

Lemma 4.2 For any § € C'(R?, C), we have

0y, (8(2)) = 0, (3(y)) =0

and

Proof We compute

ayl (5(2)) = 8I1 (S(‘Tl +d, w2)) - ad(g(xl +d, ‘TQ)) = aﬂﬂlg('z) - 6I13(Z) =0.

Similarly we have 9., (§(y)) = 0. Moreover,

0y, (8(y)) = 0, (§(21 — d, 22)) — Da(F (21 — d, x2)) = 00, F(y) + 02, F(y) = 20:,5(y)
and similarly, 0., (§(z)) = 204, 5(2). O

We have an estimate on 9q®. 4|4—q., but it is not enough to show that d. is a C! function of ¢. The main
idea of the proof is to compute an estimate on 0,, @ 4. = Oz, Pc,a. + 0qPc 4, near the vortex Vi which is better
than the ones on 0., ®. 4, and 94P. q.. In particular we will have 9., ®c 4, = 0c—0 (CH‘)‘) for some A > 0 instead of
Oc—0 (cl_") for o > 0. This estimate is done in Proposition 4.5. First, we compute a first rough estimate on 9., ¥, 4
which is a corollary of Lemma 3.3.

Corollary 4.3 For x a smooth cutoff function with value 1 in {r_y >3} and 0 in {r_1 <2}, for0 <o <o’ <1,
there exist co(o,0’) > 0 such that, for 0 < ¢ < ¢p(o,0"), we have

VX021 Yo dja=d.ll o1 ({7<3y)
+ P FIR(D, Ye gja=a,) L (rz2y) + 17T VR(D2, Ue ga=a.) | L= ((72))
+ F7IM02, Ve dpa=a) || Lo (grz2y) + 17 HTVIMD2, Ue gja=a,) L= ((722))
< Ko, J’)clf‘y,.

Proof Remark that V3104V, 4 might not be bounded near de_f, but V10,, ¥, 4 is, since, by Lemma 4.2, 9,,V; =0
hence

Vlazl \I/c,d = 821 q)c,d = ad(I)c,d + 8m1(1)c,d;
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with (?d(I)c 4 bounded by Lemma 3.3. We take a cutoff x to avoid the fact that V_19,, U 4 is not necessary bounded
near —dej. In particular, with these remarks, we easily check, with Lemma 3.3, that

1—o’

||VX3Z1‘I’c,d\d:dc||Cl({f<3}) < K(o,0')c
We now focus on the region {7 > 2}. From the definition of d,,, we have that
0, \I]C7d\d:dc =04Vcd, + 0z, Ve,

We compute

\IJC = < —\IJC
O0a¥e d, v + v d.
and from Lemma 3.3, we have
04®Pec.q N 1o’
—c < K(o,0')c 77
‘ Vv *,0,dc
From Lemma 2.6, we have
K
0aV| < —
V< T
and %
Vo, V| € ——,
VoaV] 1+7)2

and together with | We g_|l+.0.q. < K(0,0")¢' =7, we check that

|71 %Re (%W a,) + [TV Re (2 Ve a,)
HTUjm(dTV‘I’ ) Loo({r>2})+HTHUVJ‘“(%V‘I’M) Lo ({7>2})
< K(o,0')c "

Finally, for the contribution of 8,, ¥, 4., using ||¥e g |l«.0.40. < K(0,0")c!~7", we show that, with some margin,

H7:1+‘79‘{€(5m1‘1’c do ) oo (iz2y) + 1727 VR0, Ve a, )| Lo ({7521
+ [|F7T (3x1‘1’cd Moo (q7z2y) + IFFIVIN(De, Oea,) || Lo ((722))
< K(o,0')ct™ o’

)

which ends the proof of this corollary. O

4.1 Recasting the implicit equation defining d.

At this point, we do not know if d. is uniquely defined for ¢ > 0. We denote by d. a value defined by the implicit
equation on d:
<TWC(Qc,d); ad‘/> = Oa

where
Qc,d =V + I‘c,du

with Teq = 0V, 4+ (1 —n)V(e¥ed — 1), which is a C* function of d and ¢ in &, , 4 thanks to subsection 3.1.
Remark that d. is also defined by the implicit equation for 0 < &’ < 1:

/ Re(0aV TW,(Qc,a)) =0,
B4z} 4 UB(~det )

that we will use instead because of the reasons explained at the begining of section 4. We can check easily that
04Qec.dy 0:Qc.a € C(R?) (by looking at the equations they satisfy in the distribution sense and using standard
elliptic regularity arguments), and furthermore, that d — 94Q.,q and ¢ — 9.Q. are continuous functions (on their

domain of definition in C{2(R?) for instance). From now on, we take any 0 < & < 1, but we will fix its value
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later on. We want to differentiate this quantity with respect to d and take the result at a value d. such that

TW.(Qc,q.) = 0 in R2. In particular, we have

ad/ Re(0aV TW(Qe,d))ja=d, =
B(det,ds" ) UB(—de],d=’)

/ Re(0aV 0a(TWo(Qc,a)))|d=d. -
B(def,de’ )UB(—det,d=’)

Now, by symmetry, we remark that

/B(de_{,df’)UB(de_{,ds’) B(def,d=")
We will use the two operators we have already defined:
Oyy =0z, —04 and 0, =0y, + 0.
Since TW(Qc,4.) = 0 everywhere in R?, we therefore have 9,, (TW.(Qc.4,)) = 0, hence, at d = d,,

6d(TWC(Qc7d)) =0, (TWC(QC,d))'

We write
TW.(Qe,a) = TW(V) + L(Tc,q4) + NLy (Tc.q),
with -
L(T.q) = —ATeg—ic0p,Tea— (1= |V|*)Tea+ 2Re(VT,. q)V
and

NLy (Te.q) := 2Re(VTed)Tea + |Teal>(V + Tea).

We compute
am (TWC(Qc,d)) = am (TWC(V)) + L(azlrc,d) + (621L) (Fc,d) + am (NLV(Fc,d))a

therefore, at d = d.,

o[ M@V TWQua) = [ Re@V0.,(TW.(V))
B(det,de") B(det,ds")

b R@VLOLT) + [ K@V (0 L))
B(dei,d=’) B(def,ds")

n / Re(TaV -, (NLy (T'.0)))
B(det,ds")

Re(D0V 0a(TWo(Qua))) = 2 / Re(TV0u(TW o (Qe.a)).

(4.1)

since the boundary term is 0 (when the differentiation is on the d in B(def,d®’)) because TWe(Qc.a,) = 0. We
need to estimate those four terms at d = d., and that is the goal of the next subsections. Subsections 4.2 and 4.3
yield estimates on the derivatives of V_; and 0, ¥. 4 respectively in B/, := B(de—f, d®). Subsection 4.4 is about the

estimation of
/ Re(DaV 0., (TW.(V)))
B(de1,d=’)

which will be the leading order term, and subsection 4.5 shows that all the other terms are smaller for d. large

enough.
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4.2 Estimates on the derivatives of V_; in B(de7, d°)
Lemma 4.4 For 0 < e < 1, in B(dej,d®), with the O(.) being always real valued, we have

1 . 1
aw1V—1 = (Od—>oo (ﬁ) +ZOd—>oo (F)) V_l,
0z,V_1=1{0 L + 0 1 V.
To V—1 — d— oo d475 WUd—o0 d -1,
1 . 1
O0r12.V-1 = | Odsoo Jia + 10400 Pc V_4,

1 ) 1
Opy2, Vo1 = (Od—>oo (F) + I (1 + Od—so0 (F))) V_1.

Proof Recall from Lemma 2.2 that, with u = Z,:E::;’

0, Vo1 = <cos(91)u + TL sin(91)> V_1,
-1

r—1

Op, V1 = <sin(91)u - cos(91)> Vo1,

Opyy Vo1 = (cos2(6‘_1)(u2 + ') +sin®(6_;) (L - QL) — 2isin(f_1) cos(6_1) ( 3
roy 1% r?

and 1
— (s 2y — ) 4y
Opr2, Vo1 = (s1n(6_1)cos(6‘_1) (u +u' + =5 T1) +icos(20_1) (T21 -

In the ball B(de{,d®), we have, by Lemma 2.1, that - < &,

1 , 1
U= 04 ($> and  sin(f_1) = Og— 00 (F) ,
the last one is because for (y1,2) € B(det,d?), we have |ys| < d° hence

: |y2| K
|sin(6-1)| = S g

We also compute in the same way that

cos(0_1) = /1 —sin?(0_1) = 14+ O4s00 (ﬁ) :

With the equation on p_; coming fom —AV_; — (1 — [V_1|*)V_; = 0, we check easily that
1
u = Od— oo (@)

as well (or see [15]). Finally, we estimate

. 1
cos(20_1)=1-— 2s1n2(9,1) =14+0400 <W>

1 9 1 1
E e (2d+ Od%oo(ds)) = @ 4+ Od—oo <F> .

and

With this estimations, we end the proof of the lemma.
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4.3 Estimate on 0,, V.4 in B(de_f,del)
We define the following norms for ¥ = Wy + ¥y and h = hy +ihs, 0 <a < 1,0<e <e < 1:

Wi, = IV¥lerrsey
+ T e (g sy + T OV e (i 5050y
+ T el poe(gae s 2y T ||7°%7QV‘I’2HLw({ds/gn)z})

and

[Pllex,Bs = [IVAllcogri<say

+ iRl Lo (fas sy + T hal| o ({ae s >2)-

They are the norms ||.||«,—a,4 and ||.||««,—a,q of subsection 2.3, but without the second derivatives, less decay on the
gradient of the real part for ||.,,p,, and only on B) = B(dei,d*") for .|z, and on By := B(de,d*) for ||.||s,B,-
The other main difference with the previous norms is that we require less decay (we take —a < 0 instead of o > 0
in the decay) in space, which here, since the norms are only in {r; < d®}, can be compensated by some smallness
in c.

From Corollary 4.3, we have that ||0;, Vc,a,[|l«,;, < +00. We want to show the following proposition.

Proposition 4.5 For 0 <a<1,0<e <e<1,0< A< 1, if
A< (1+ ),

A+ (1 —-a)E <2e—¢

and
A<2—¢(2-a),

we have
1+A )

H821\IJc,d|d:dc||*,Béc = OCHO(C
Such a choice of parameters (A, «,¢e,¢e’) exists, we can take for instance a« = 1/2,\ = 3/4,¢ = 19/24 and
¢’ = 13/24. Furthermore, with this particular choice of parameters, we also have

A+ (1—a)E >1, (4.2)

which will be usefull later on. These conditions are bounds on how much additional smallness we can have on
0, V. q near d.ei.

The main goal of this proposition is to have a decay in ¢ better than O._o(c), which is not obvious from
the estimates we have done until now. The estimate on 9., ¥, 44—q. from Corollary 4.3 will not be enough in
the computation of O.d. for the nonlinear terms. The proof of Proposition 4.5 follows closely the proof of the
inversibility of the linearized operator in Proposition 2.17. We want to invert the same linearized operator, but
with a different norm, which is better locally around the vortex V3.

The reason why we take By a little bigger than B, is to make the elliptic estimates of step 2 in Proposition 2.17
work here too. The main idea of this proposition is to show that if we move V_; a little, then locally around V; the
change is very small. We now start the proof of Proposition 4.5.

Proof First, we remark that in By, since ¢ < 1, 7 = ry.
Step 1. Computation of the equation on 9, ¥, 4.
Recall that ®. g solves the equation (with ®. 4=V, 4)

NL(®cq)+ (1 —n)VL (Vea) + F(Peq) = Nec,d)Za,
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and we recall that A(c,d) = W

L2(R2)

equation on @, 4 holds for any z € R? and any d € R, 2—1d <c< %, hence

, and we check easily, with Lemma 3.3, that it is a C' function of d. The

Doy (NL(®eg) + (1 —=n)VL (Vog) + s (F(Peq)) — Mc,d)Za) = 0.
We compute

0., Ne,d)Zg) = (Ony +0a)(ANe,d)Zyg)
Bd)\(c, d)Zd + )\(C, d)azl Zq,

and we recall, from the proof of Proposition 2.26 that
2,2 1 o 2—0o
Ae, d) [0aVI*n" =7 =—c) +0_,(c"7).
R2 d

With Lemma 3.3 and Corollary 4.3, as well as Lemma 2.6, we infer that the terms contributing to the O7_,,(c*~7)
are such that, when differentiated with respect to d, their contributions are still a 07 ,(c*~7). Indeed, if the
derivative with respect to d fall on a ¥, 4, then by Lemma 3.3 and Corollary 4.3, the same estimates used in the
proof of Proposition 2.26 still hold. If the derivative fall on a term depending on V', by Lemma 2.6, we gain some

decay in the integrals. We deduce that, since A(c, d.) = 0,
- o 2—0 o 2—0
daA(c,d)|d=d, = 2= T OZ0(c"77) = OZo(c™7).

Here, we see why the fact that d is differentiable with respect to c¢ is not obvious. The main contribution is at this
point not enough to beat the error terms. Therefore, showing that dgA(c, d) # 0 is not simple here. This is why we
need improved estimations on 9,, ¥, 4., that will give us the fact that the error terms are a O5_,(c**¢) for some
e>0.

Now, writing
TWe(Qe,a) = nL(Pe,a) + (1 —n)VL (¥erq) + F(Peq),
(with the notations of Lemma 2.7), we have (since A(c,d.) = 0)

(021 (TWe(Qc.a)) — 0a(c, d)Za)j4=a, = 0.

We recall that
F(U.q)=FE —icOp,V+V({1 =)=V 0.V q+|V]2S(V.aq)) + R(V.q),

where R(U, 4) is a sum of terms at least quadratic in ¥, 4 or ®. 4 localized in the area where 7 # 0.
We compute

0z, (TWe(Qc,a)) NL(V., Ve a) + (1 —n)VL (9. Ve.q)

N0y L(®eg) + (1 =)V, L'(Veq) + 0,y (E —icdy,V)
nL(0:,VUea)+ (1 —n0)0.,, VL (V. 4q)

Doy N(L(Pe,q) — VL (Ve q) — icp, Peq)

— 0V (=icOp,Veq — VU a. VU, g+ [VI2S(W.q))

+ 0, (R(VYeq))

+ 0, V(=) (—ic0pVeq — VU a. VU, g+ |VI2S(V.4))
+ V(A =0)0s, (—ic0, Ve — VUea. Ve q + [VI2S(Tea)).

)

+ o+ +

We regroup the terms in the following way. We define

L(azl\l/ad) = WL(V8Z1‘IJC-,CI) + (1 - W)VL/(8Z1‘I/c,d)a
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which is the same linearized operator we have inverted in Proposition 2.17 (taken in 0,, ¥, 4), and we define the
operator

‘Cazl (Ve,a) =10z L(Pc,a) + (1 — 77)V8Z1L/(\1167d) +1L(0:,VVea) + (1 —1)0:, VL/(\IJC,d)-
We already have shown that TW (V) = E — icd,,V, therefore
02 (TW (V) = 05, (E — ic0y, V).

We define the local error
Errloc = 8Z1 (R(\Ifc7d)) — Bd)\(c, d)Zd,

the far away error
Ertpar = 0., V(1 = 0)(=V . q.VU. 4+ |V[2S(T))

and the nonlinear terms
NLo., (W) == V(1= 0)0:, (=V¥ea Ve + [VI*S(¥e ).
Finally, we write the cutoff error
Erteq 1= 02, n(L(®c,a) = VL (Ve q) + Dy Vea + V0.V, g — [V2S(V,.0))

which is supported in the area {2 < 7_; < 3}, and in particular is zero in B(d.e1,ds). With these definitions, we
have, at d = d.,
(02 (NL(®c,a) + (L= VL (Wea) + F(¥e,a)) — ale, d) Za)|a=a,
= L(0:Ycd)|d=d.
+ (0 (TW (V) + Lo, (¥ca) + NLo,, (Pea))
+ (Errjoe + Erreay + Errcut)|d:dc.

|d=d.

The equation satisfied by 0., V. 4 at d = d. is therefore

(ﬁ(azl \Ifc7d) =+ 8Z1 (TWC(V)) =+ ﬁazl (\Ifc)d) =+ NL@Z1 (\I}c,d) + Errioe + Errear + Errcut) 0.

ld=d.

Step 2. Beginning of the contradiction argument.

Now, suppose that the result of Proposition 4.5 is false. The scheme of this proof is the same as in Proposition
2.17. Then, there exist an absolute constant § > 0 and sequences 0,,V,,, ¢, — 0, d,, — oo such that

d7lz+)\ ||821 \Iln|d:dn || *,Bén = 5,

where we write d,, = d., (a value such that A(c,,d,,) = 0 in Proposition 2.26). We have just shown that ¥,, (where
we omit the subscripts in d,,, ¢,) satisfies

L(0:¥n) + 0, (TWe, (V) + Loz, (V) + NLo., (Vy) + Errie + Ertgar + Erreny = 0.

The function N
(VO.,9,)(. — dnei)

Hamllln”*,Bgn

converges locally uniformly up to a subsequence to a limit &, since it is bounded in ||.||, B for any A > 0 (for the
same reasons that ¥, — ¥ locally uniformly in the beginning of the proof of Proposition 2.17).

The equation on 9,, ¥, is
L£(0,,9,)+ Vh, =0, (4.3)
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with
Vhy = 0.,(TW. (V))+ Lo, (¥,) + NLa., (U,,) + Errjoc + Errgay + Erreys -

The goal of Proposition 2.17 was to estimate ||¥||. ¢ ¢ with ||A|+x,0,¢ for the equation £(¥) = h if d is large enough
(given an orthogonality condition on ¥). Here we do the same thing, but localized in space, and with a very
particular h,, that we will estimate. To continue as in the proof of Proposition 2.17, we want to show that

hn(. = dnel) 0
H6Z1\11n| By

in CP . so that we get at the limit (following the +1 vortex) in (4.3)
Ly, (&) =0,

using the sames techniques as in the proof of Proposition 2.17. It will be enough for that to show that

H in -0 (4.4)

Han\IJnH*,B;n

*x,Bq,,

and we will also use this estimate later on. Remark that here, the problem is no longer symmetric in x;, in
particular, we cannot use the same argument near the —1 vortex, but it is not needed.

Step 3. Proof of (4.4).

Recall the definition of |||« B,

VRl cocgri<3y)

Al Ba, i )
—Q —Q
[r1™ Rl oo (az >rz2p) + 171 “hallLoe (fde >r 2})-

+

Since

020 Y nja=a, |18, =0,

we have

1 1
||az1\11n||*,Bén = 503{'1‘)\’

therefore it is enough to show that

”hn”**,Bdn = Ocn—>0(c717,+>\) (4'5)
to have (4.4). We recall that
Vh, = 0.,(TW,(V))+ Loz, (¥n) + NLa., (¥,) + Errioc + Ervpar + Erreys -

The contribution of 0., (TW¢, (V)) will be established in step 3.1, Lo, (¥,) in step 3.2, NLp, (¥}) in step 3.3, and
finally, Errjoc + Errga; + Erreyt in step 3.4.

92y TWe, (V)

Step 3.1. Proof of ‘ 7 1+,

= 0¢, —0(Cp

*x,Bq,,

Recall from (2.2) that
TW (V) = E —icd,,V = —2VV1.VV_1 + (1 — [V1|*)(1 = [V_1 P)ViVoq — icdy, V,
therefore, with Lemma 4.2, we have

0., (TWo(V)) = —4VV1.VO,, Vo1 +2(1 — [Vi[H V104, (1 — [V_1|P)V_1) — 2ic0p, (V1D2, V_1).
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We now estimate this quantity at d = d,,. We have, in {r; < d;},

K 1

1= [Vi)Vi0,, (1 — Vo1 P)Voy)| < -
(1= [Va[)V10e, (1 = [V ) Vo) AR

and using A < 1, a > 0, we deduce

H (1= [ViP)V10a, (1 = V1 [P)V)
1%

= Ocn_>0 (C’:ILI-’_)\)'

*%,Bq,,

We compute with Lemmas 2.2 and 4.4 that

AaVVi.VO,, V_1\ v\ VO, V_1 \A%! Vi, V_q
9%(#) —49%( i ).%e( v ) 43m< i ).3m( v ),

leading to

4VV1. VO, V_1>‘ K K
V] |ore [ YT | o +
| " < v Arod= F arma@

for a universal constant K. Since A < 1 and « > 0, we have

AVV1.NO,, V_
S
*x,Bq,,
Similarly, we have, in {r; < d5},
4VV1.VO, V1>‘ K K
Vijgm| ————— || < + .
Vi om (S5 D& T rrds

Therefore, using
1 K

S /77
dn, (1+T‘1)1/8

since we are in By, = B(d,e1,d5), and

A<2-¢(2-a),

which is one of the hypothesis of the lemma, we have

o (A0 Vo
\%4

= Ocn_>0 (C’}L-’_)\)'

**,Bq,,

Now, for 2ic;,0ry (V10s, V1) = 2i¢p 00y V102, Vo1 + 2i¢, 0, 2, V-1 V41, we estimate similarly (still using Lemma 2.2
and 4.4)

1CnOg, V10 V1>‘ K K
Re S < + ,
‘ < 4 L+rd)dn—  (I+m)dy
- <icn8x2V18x1V1)‘ < K N K
v O L CE A

therefore, using di < ( we have, under the condition

K
1+T1)1/57
A<2-¢2-a)

for the imaginary part (as for the previous term) and with no condition for the real part (since a > 0, A < 1), that

We then compute (still using Lemma 2.2 and 4.4)

1052, V-1V K
|V|}9‘ie<—l‘; ! 1)‘<—3,
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= Ocn_>0 (C’}l+>\)'

*%,Bq,,
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’L.Cnam x V_1V1 K
|V| ’3111 ( 1‘; )’ < d4_87

therefore, using d% < W, we have, under the conditions
A<2—¢(l—a) and A<3-¢(3—aq),
which are met since
A<2—e2-—a)=2—-e(l—a)—e<2—¢(1—a),
and A <2—-e(2—a)=3—-¢B—a)—14+¢e<3—¢(3—a), that
ic@m (V181112V71)
V

= Ocn_>0 (C’}l+>\)'

*%,Bq,,

This concludes the proof of step 3.1.

Lo, (¥n)
% = OcnﬂO(C}f’\)-

*%,Bq,,

Step 3.2. Proof of ’

We have defined
‘Cazl (V) =n(02, L)(®r) + (1 - W)V(8Z1L/)(\I/n) +nL((02,V)¥,) + (1 - 77)8Z1VL/(\IJn)-

We recall from Lemma 2.7 that

L'(¥,) = -AU, — 2¥.v\yn + 2|V *Re(¥,,) — i 0, Vi,
L(®,) = —A®, — (1 = |[V]?)®, +2Re(VP,)V — icy0p, P,

hence
(02, L) (®n) = 4Re(V_102, V_1) P + 4Re (02, Vo1 ViPr) V 4 4Re(V P, ) V105, V1.

We shall now estimate all these terms one by one.

Since 1., L(®,) is compactly supported in {7 < 2} and ||. ||+« B,, looks at the function only on {r; < d°}, using
Lemma 4.4 (VV_; = Ocs0(c)) and [|W,]], 1-» , < K(A)e =, we check that
A5 dn
0., L(®,,
H” IV( ! = 0c,—0(c, ™).
**,Bq,,
With the same arguments, we also check that
L(0,, VY,
H” ( v : = 0c,0(cy ™).
**,Bg,,

Now, with | ¥, [l+.0.0, < K(0,0")ck=7", we check that for any 0 < o < 0/ < 1,

1
K(o,0")

L'(¥,)| < 7
| ( )| (1+T1)1+0d'}7,70

therefore, with Lemma 4.4, we have

K(o,0")
AT ried e

|(1 - n)amVLI(‘I]n” <

In particular, we check that if
A<2-e(2-a),
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we can take 0,0’ such that 0 < o < o’ < M hence

l1—e
H (1 - 77)3Z1VL’(‘1/n) =0 ( 1+)\)
V = O¢,,—0\C
**,Bg,,
Finally, we estimate
VV_ -
0., L' (9,,)| < K |0y, —— = LV, |+ K|Re(,, Vo1 V_1)Re(T,,)].

With Lemma 4.4 and || ¥,,|+ 5.4, < K(0,0")c7 (from (3.9)), we check that
K(o,0")(1 —n)

|(1 - W)V8Z1L/(‘I/n)| < 1+ad4_€_a/ )

i %dn

therefore, with the same condition as for the previous term, namely
A<2—-(2— ),

we infer, taking o < ¢’ small enough,

H (1- n)nglL’(‘I’n)

( 1+)\)

= O¢,,—0\C
**,Bq,,

This concludes the proof of step 3.2.

NLazl (U,,)

Step 3.3. Proof of H (eI,

= Oc¢,,—0
**,Bd "

We recall
NLazl (V) = V(1 =1)0, (=V¥,.VV¥, + |V|28(\11n))7

with S(,,) = e?R¢(¥n) 1 — 29%¢(¥,,). We compute

0., (=VV¥,. V¥, +|V|?S(¥,)) = -2V0.,V,.VV¥,
+ 4Re(0,, V1V 1)S(T,,)
+ |VI]?0.,5(¥,).

Now, with Corollary 4.3 and (3.9), we check that, for any 0 < o <o’ <1, 7r; > 2,

K(o,0")

VO, V0 V| < 505507
] dy,

_ K
AR (D, Vo V1) S(T) + |V[20, S(0,)] < e (0,:0')

2a'd2 20"
therefore, taking o < ¢’ < %, we check that
(1 = n)(=2V0:, Wy, VU, + 4Re(, Vo1 V1) S(U) + |V|26ZIS(\I}"7/))H**7B¢1 = 0c,—0(c ™).
The proof of step 3.3 is complete.

Step 3.4. Proof of || Eirriog + Erffer + Brrous L)

*%,Bq,, OCn_>O(

We recall
Erreys = 0.,n(L(®,) — VL' (¥,,) +icd,, ¥,, + VV,.V¥,, — |V|2S’(\I/n)),
(

El“l"]oc = 8Z1 R(\I’n)) — 8,1)\(0", dn)Zdn,
Errgy, = 0, V(1 — 1)(=V¥,,. V¥, +|V]2S(T,)).
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Errcyt is compactly supported in {r_; < 2}, therefore Errcyy = 0 in By, , hence

=0.

Errcut
V

*x,Bq,,

Now, Errj. is supported in {r; < 2}, and from Lemma 2.7, we know that R(V,,) is a sum of terms at least quadratic
in ¥, or ®,, localized in the area where n # 0. Therefore, from Corollary 4.3 and (3.10), we check that

K (o)
el

10, (R(¥n))| <

and we have check in step 1 that [0gA\(cn, dy)| = Ognﬁo(cff"). Thus, taking o < %,

= Oc,,—0 (0711+>\> .

**,Bg,,

Errloc
1%

From (3.9), we check that, for any 1 > ¢’ >0 > 0, in {r; < d5},

K(o,0")

— VU, .V, + [V]*S(P,)| < 2
| | | ( )| (1 + T1)2+20d%_20

and from Lemma 4.4, we have there
K

—e )
d>—e

10, V] <

therefore, choosing o < ¢’ small enough, we have

This ends the proof of step 3.4 and hence of (4.4).

%
%

= Oc,—0 (Cvler)\)-

(1 —=n)(=V¥,. V¥, + |V]2S(¥,))

*x,Bq,,

Step 4. Three additional estimates on h,,.

This step is devoted to the proof of the following three estimates:
IV hn| Lo (gresy) + 17T Re(hn) | Lo (rrz2y) + 17257 Im () || oo (gr2y) < K(0,0")e, 7 (4.6)

In the right half-plane, we want to show that

K(o)ctte
hn| < ———~, 4.7
] < S5 (@)
and, in the left half-plane,
K(o)cl=°
hp| < —2—. 4.8
] < T (4.8)

Observe that h, is not symmetrical with respect to x; because of the cutoff. Recall that
Vhy =0, (TW., (V) + Lo, (y) + NLa, (¥5,) + Errioe + Errar + Erreyt -

We complete estimates done in the previous step to show that (4.6), (4.7) and (4.8) hold.

Step 4.1. Estimates for 9., (TW,, (V)).
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From Step 3.1, we have
0., (TW(V)) = =4VV1.VO,, V_1 +2(1 — V1|2 )V10,, (1 — [V_1|)V_1) — 2icOy, (V10s,V_1).

In view of Lemma 2.1, equation (2.3) and the estimate (1 4+ r1)(1 4+ r_1) > d,(1 + 7), we have

Furthermore, in the left half-plane, with Lemma 2.1 and equation (2.3), we check easily that

9z, (TW.(V))
R

)k, 0, dy

Ke,

0, (TW(V)] < g

Furthermore, in the right half-plane, we have m < Key, therefore, still using Lemma 2.1 and equation (2.3),
we check that
Kc?

|02, (TWe (V)] < T

Step 4.2. Estimates for Lo, (V).

We have, from Step 3.2, that

Eazl (W) =10z, L(®n) + (1 - 77)V821LI(\I’71) +nL(9:, V¥,) + (1 =)0, VL/(‘I]n)a
with -
(0, L)(®y) = élf){e(VTlc‘%clV_l)(I),I + 4%Re ((911V_1V1<I>n) V + 4Re(VP,)V10,, V1,
/ vV 2 ;
L'(v,)=-AvY, — 27.V\I/n +2|VI*Re(V,,) — iy 02, Vi
and oy
0., L' (¥,)| < K amv——l.wn + K|Re(0a, Vo1 V_1)Re(1,,)].

-1

Similarly as in Step 4.1, every local term (in the area {7 # 0}) satisfies the two estimates, using ||V, ||, 1= ;, <
s g Un

K(o)cZ. The two nonlocal terms are (1 —n)Vd,, L'(V,,) and (1 — 1)d,, VL' (¥,,). For the first term, in view of
Lemma 2.1, the previous estimate and equations (2.3), (3.10), we check that

V(1 =)0, L'(Wn) || oo (gr<sy)
+ PR = 0)02, L (W) | oo (grz2p) + 1P Im((1 = )02, L' (V) | oe (7523
< K(o,o')c

n

and, in the left-half plane,
K(o)cl=
(14+7r_41)2

Furthermore, using now ||¥,|, 1-- , < K(0)c, we check that, in the right half-plane,
s 3 10n

|(1 - 77)V3Z1L/(\I/n)| §

K(o)e, ™

0=V, L ()] < e

Finally, for the term (1 — 7)., VL'(¥,,), we use | ¥,||+,0.4, < K(0,0")ct=7" and (3.10) to check that

n

K(o)ey ?
(1 + 7)1t

’

L' (Wn)] <
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Combining this estimate with |9,, V| < (152:), we show that

Jasiee (0= )

Loo(R2)

and, in the left half-plane,
K(o)cl=°

n

CETEY
< K(o)c? and (3.10), we also have the estimate

|(1 —n)0z, VL/(\I}n)l <

n

Furtherore, using ||, || REEE

/ K(o)eq
IL'(¥y)] < T+

and using |0,, V| < Ke,, in the right half-plane, we estimate in this same area that

K(o)e,t?

(1 =)0, VL' (¥,)| )

N

Step 4.3. Estimates for NLp, (V,,).
From Step 3.3,
NLo,, () = V(1 = )8, (—V¥,. V¥, + [V]25(T,)).

Using equation (3.10) for 132 and Corollary 4.3 (also for 1£2), we check without difficulties that

||NL<9Z1 (‘I’")Hmo({fgs})

+ ||F*7%Re (NLo., (V,,)/V)

< K(o)e, 7,

+ [|#**73m (NLo,, (¥,)/V)

||L°°({F>2}) HL°°({f>2})

and, with, some margin, that in the left half-plane,

K(o)cl=°

n

INLo,, (¥,,)] < T

1to
Now, using H\pn”*,l;“,dn < K(0)c,® and Corollary 4.3 (for 152), we have, in the right half-plane,

K(o)e, ™

[NLa., ()] < =475

Step 4.4. Estimates for Errjoe + Errear + Erreys.

For Errjoec = 05, (R(Vy,)) — OaA(cn,dn)Za,, , the same computations as in Step 4.3 yield the estimates (because
this term is compactly supported in the area {n # 0}) needed for (4.6) to (4.8).

For Ertey, = 0., n(L(®,) — VL (V,,) + ic0r, ¥, + VU,.VV,, — [V|25(¥,,)), this term is compactly supported
near the vortex —1, hence is 0 in the right half-plane. Furthermore, using ||¥y||\.¢/2,4, < K(o)ck=7, we check easily
that

| Erreut /V[lsx,0.a, < K(o)c

1—
mn

and, since it is compactly supported, in the left half-plane,

K(o)cl=°

n

Erreys | <
| Erreyt | TETEE
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Finally, for Errg,, = 9., V(1 —1)(=VV,,.V¥,, + [V[25(¥,,)), from (3.10) we have

K(o)cl=°

n

(= m (VY + [VES(E))] < s

and we conclude as in Step 4.2.
This concludes the proof of estimates (4.6), (4.7) and (4.8).
Step 5. Inner estimates.

By the estimation we have just proved, we have in particular

hn(. — dnel) 0
Han\IJnH*,B;n

in Cﬁ)c (which corresponds to follow the +1 vortex). Therefore, at the limit, in the distribution sense,
Ly, () =0

in all R?. If we show that (&,x0,, V1) = 0 for x a cutoff near 0, we can then use Theorem 2.16 to show, similarly
as in the proof of Proposition 2.17, that & = 0 since

(Van \I]n)( — dne—l>)
Han\IJnH*,Bén

*,Ba,,

hence ||®|| s, < +0o. We recall that, by construction, we have (®. 4, Z4) = 0. By symmetry, this implies that
(®c.a,n(y)0aV) = 0. Both ®. 4 and 1(y)9;V are C' with respect to d, and therefore

0= 0a(Pc,a,N(y)9aV) = (0aPc,a,N(y)9aV) + (Pc.a, Oa(n(y)0aV)).
Furthermore, {0y, ®c.a, 7(y)0aV) = —(Pe.d, 05, m(y)0qV), thus
<azl (I)c,du n(y)adv> = _<(I)c,d7 n(y)az1 adVv>u

and we check easily that [(y)d.,84V| < Ken(y), therefore, since | ¥, gl|v.0.0 < K (0,0")c' =7, we have |(9,, @4, 1(y)0aV)| <
K(o, U’)CQ_‘T/, and thus, taking 0 < ¢/ <1 — A, for ¢, and d,,, n — oo, we infer that (&, nd,, V1) = 0.
We continue as in the proof of Proposition 2.17. The fact that & = 0 gives us that for any R > 0, we have

VO, ¥l oo (gri<ry) + IV(V Oz V)l Lo ((r<RY) .

0.
10z, |

*,Bén
Step 6. Outer computations.

We have the same outer computations as in step 2 of the proof of Proposition 2.17, but with ), = ”88\;%
o1 Unlle By,

playing the role of ¥,, and H, = W playing the role of h,, since they satisfy the same equation. We
o1 Unlle By,
showed in (4.4) that
[Hnllex.Ba, = On—soo(1),

and the system of equation is, with V,, = V1 + i) and H,, = H1 + iHs,

AV = 2|VPV = —H; — 2Re (%.vyn) + €0, Vo
AYy + Camyl = —Ho —2Tm (VTVJ)”) .
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Recall the two balls By, = B(d,et,ds) and B = B(d,e7,ds). We have, as in the proof of Proposition 2.17,
outside {r; < R} but in B} , that |V,ll..p, =1and [|Hyllws,B,, = 0n—soo(1), therefore

OR—>OO(1) + Orjfﬁoo(l)

AY; — 20| <
| yl y1| (1—}-7‘1)170‘

(4.9)

and
OR‘N)O(I) + 07?—}00(1)

<
|Ay2 + Ca$2y1| X (1 =+ T1)2_a

(4.10)

We want to extend these estimates in By, = B(dn€7,d5) and not only on B = (dnef,d5 ). Since ||[Ha w5, =
On—soo(1) from (4.4), the estimates on H; and Ho are already on By, , leaving ¢d.,)» and the real and imaginary
parts of %.vyn to estimate.

First, we check that, in Bq,\Bj ,

en0n, i < G o (1)
nYxo X (1+T1)1+g (1_;’_7“1)170

taking o > 0 small enough. We use ),, = B %llllll"B s o 1H - < Kd** and Corollary 4.3 to compute, for
zln*,én zln*,én
any 1 >0 >0,
K(U)ler)\ K(o)
’me (— vyn)‘ ‘ |vyn = 2+Ud1n—<7 < T2+crdfa'7)\ :
™ n 1 n

In By, \B} , we have r; > d | therefore

Lo R

17ad70'7)\+(1+a+a')5’
n

Since we assume
A< (14 )

then we can choose o > 0 small such that —o — A + (1 + a + o)’ > 0 and deduce, in By, \By , that
(5o
This result shows that (4.9) holds on By, . Now, we compute
\A% \A%
J T n g —|.J n
Jm<VV)2> ‘me<v>Jm(V)})

and with Corollary 4.3, Lemma 2.2 and 4.4, we estimate

1 1 d};r)‘
< K(U) <d_3 + E) T%+0d71170

0n~>oo(1)
~ 11—«
1

+ ‘me(vynmm (g) ‘ ,

Re (g) Im(VI)

and i
- \A% d, 1 1
P () v )

In By, \Bj ., we have dj, > di and with similar estimates as for the previous term, we check that, since
A< (14 oz)s we have

A< (24 )
for the first term, and

A< (14 )
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for the second one. We can find o > 0 such that

vV On—oo(1)
o (o )| < e

in Bg,\Bj . We deduce that (4.10) holds on Bg,. Additionally, we will use (from Lemma 3.3) for 0 <o <o’ <1,

IV Xnllor(gr<ay)

+ P Re(Vn) Lo g7y + 17T VR(Vn) | Lo ((722})
+ P Imn) Lo (gzap) + I1FTIVINV) | Lo (752}
< K(o, U/)c,lfgld,lf)‘
< K(o,o)dto" (4.11)
and from (4.6),
IV H| Lo (gicay) + TR Ha) || oo (grsay) + [P0 I0(Ha) || oo (gin2y) < K (0,0")dyT" (1)

to do estimates outside of By, . These estimates are not optimal (in particular in the smallness in ¢,,) but we will
only use them on parts far away from the center of V;. Thanks to (4.7), we have a slightly better estimate in the
right half-plane, that is, for 0 < o < 1,

_ K(@d

H,| < K|hy,|d < . 4.13
[Hol |hnld,, O+ (4.13)

Step 7. Elliptic estimates.

We follow the proof of Proposition 2.17. At this point, we have on Y, that || Vull«. 5, =1, [[V¥ullLec({ri<ry) +
IV(VYo)llL({ri<ry) — 0 as n — oo for any R > 1, and with },, = V1 + i),

OR—>OO(1) + Or]fﬁoo(l)
(1+r)2e

)

|AYs + 05, M1| <

ORHOO(l) + 0111%—)00(1)
(1+4mr)t@

|AY; —2[V*W| <

We want to show that ||V,]

of Proposition 2.17, but we have to show that they still work if we only have the estimate in By, = B(dnei,d5)

and we want the final estimates in B&n = B(dne—f, df{), with &/ < e.

Bl = O0R—o00(1) + 0, (1). We want to use similar elliptic estimates as in the proof

Step 7.1. Elliptic estimate for )s.

We start by solving the following problem in R?:

AC =,
with oy
fi=—Ho—20m (—.Vyn) 5
v
which is odd in x5 (the derivation with respect to z; breaks the symmetry on 1, but not on x2) and satisfies

OR—00(1) + 0500 (1)

|f| < (1+r1)2—a

in By, = B(dneq,ds), and, from (4.11) and (4.12),
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K(o,0')d)}’

———FF— 4.14
1< SR (1.14)
in R2, for any 1 > ¢/ > o > 0. Similarly as in the proof of Lemma 2.8, we write, for = € B(dne_f, df{),
1 r—Y
= — ——f(Y)dY. 4.15
V) = 5 | Tl (1.15)

By symmetry (see in particular Lemma 3.4), we have

/ FV)AY =0,
B(dnel,2|lz—dnet])

hence

r—Y
o f(Y)dY
/B(dne—f,di) lz — Y2

z—Y T —dy, el
= fy ( — 1oy _ag s21<2o—d. o )dY
/B(dle_f,dg) (Y) |z — Y2 {IY —dnef|<2lz—dn 1|}| FRHE

e

and then, we infer

1 -Y dneq
% Jonetas) F0) (B2 — Loyt a,zy ol ) dY |

(ors0o(M)+oR .. () | a—v —d,&t
< fB(dne—{,dg) (af]yN2-— ey — Yy -d.al|<2le—d, e_l’l}|z dner]2 day.

We do the same change of variable Z =Y — dnet as in the proof of lemma 2.8, and we are now at

1 —dnel
ﬂfB(d et, dE)f( )(|m Y2 1{|Y dnef|<2|z— dnell}|m d e=’1|2)dy‘

(0rR—0o(V)+0f . () | 2—d, 8—1), dpel
< fB(o,d;) arzneoa oz~ WzI<2le-dut ) a2 | 92

We want to follow the same computations as in the proof of Lemma 2.8, but now W is no longer integrable,
and this is why we added the function 1y 7<oju—a,zt3- If |Z] = 2|z —dy e1|, then |z — dnei — Z| > |Z]/2 and

r—dyel —Z
|z — dnej — Z|?

L/ (0rR-00(1) + 0], (1))

B(0,d5)N{|Z|>2]z—d, 21|} (1+1Z])%

< / (0R—o0(1) +205Loo(1))dz
B(0,ds)n{|Z|22e—dnt)y (L +1Z])27*|Z]
0R00(1) + 0, (1)

S (I+|z—dye)i-o

az

Then, in {|Z| < 2|z — d, 1|}, we follow exactly the same computation as in the proof of the proof of Lemma 2.8
for the remaining part of the integral, and we conclude that

1 / ( z—-Y 4z )
2 YI\je—vE ~tor- - dy
2m B(dnet ds)f( ) |z — Y2 {|Y —dnet|<2|z—dn ‘}ﬁ?

OR o0 (1) + 0100 (1)
T+ [z —doei)—o

~

We are left with the estimation of (after a translation)

/ |f(Z + dyer)| iz
e Fdne)l 7
R2\B(0,ds) |Z — (z — dnef)|

73



By symmetry (see Lemma 3.4), we have

ﬁ
/ f(Z_'—dnel)dZ:O,
R2\B(0,ds,)

1Z|
therefore
Z+dpeq 1 1
/ S Adned) / F(Z +dyef) <ﬁ_ - —) dz).
R2\B(0,a2) |Z — (z — dnei))] R2\B(0,d2) |Z — (x —dnpei)|  |Z]

Since |z — dpei| < d5 < d5 < |Z|, we have, for Z € R?\B(0,d5),

1 1| _ Klz—dsei|  Kd,
Tr7 /. 7 =\ 17 g g 9
Z — (z —dnel)|  |Z] 1Z|? %
thus, with (4.14),
1 1
12+ a2 (e~ o) 4
/]RZ\B(O.,di) |Z — (x —dnei)|  |Z]

N, je’ + X +o’
K(o,0")dg,
~
2
dze

1
/R?\B(dnahdi) (1 47)2te

! !’
< Kl(o,0')dg tA=2e40"

In particular, we have

1 1
FOY +daeq ( - —) dy
/W\B@,d;) ( NF—e—aa W

’
€
n

< 0n—>oo(1)
S (L [z —dpef)

if, since |z — dpei| < d
Onﬂoo(l)

1\ je' +A—2e+0’
Klo,0)d, ™ <~y
mn

hence, since we make the assumption
Ate(l—a)<2e—¢,

we can find ¢’ > 0 such that, for = € B(dp e, dZ),

OR— o0 (1) + 0111%—)00(1)

Vi) < . 4.16

| C(I” (1 + |.’II . dne_1>|)1_0‘ ( )
Using Lemma 2.8 and (4.14), we also have, in all R? this time, that
K(o,0')d}e’

IV¢(2)] < K(0,0)d"" (4.17)

(1+ /)t

Here, we cannot integrate from infinity (since the estimate is only on a ball) to get an estimation on ¢, but this will
be dealt with later on.

Now, we define )} := V> — (, and we have, for j € {1, 2},
893])/5 = K] * f/,
where

o= =t = 2me (90 ) = (1= WA - el
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We first estimate the convolution in B(d,e7,ds). With [Ynll«B;, = 1, we check that, with some margin in
B(dnei,d3),
0R~>oo(1)

T
(1 + T1)3/2—o¢

\4%
e (99, ) - - P,

Now, we have shown in step 6 that
n o0 1
‘me <V_Vvvyn)‘ < L()

1—a+o”
1

for some o > 0. In B(d,ef,ds)\B(d,ei,d: ), we have

n

’ " ’
d)\+g, d)\-i-o —(2+a—0c")e o (1)
A= VPN < B S T = T
™ ™ ™

given that ¢’ and ¢” are small enough since A\ — (2 + a)e’ < 0. Therefore, following the proof of Lemma 2.13 (only
changing the integral from R? to B (dne_f, dz)), we check with the same computations (since we have some margin
0" > 0 on the decay) that

< 0R—>oo(1) )
(1+mr)t—@

/ Ki(z—Y) (me (V—Vv.vyn) - |V|2)yl> (V)dy
B(dnel,ds)

Now, using (4.16), we check that, following the proof of Lemma 2.13 (using Holder inequality instead of Cauchy-
Schwarz in the last estimate to make sur that the two integrals are well defined, this does not change the final
estimate),
c(0rR>00(1) + 05 0 (1))

(1+7q)l-a—1/10

/ Kz = Y)(c0a,O)(Y)dY | <
B(dne7,ds)

And, since z € B(d,ef,de ), ¢(1 4+ 7)Y/ < K, therefore

OR—>OO(1) + Orjl%ﬁoo(l)

<
1+t

[ K- v)@nway
B(dn#d ds,)

to estimate

For the last remaining term, we use (4.7) with o = 2%

off ,(1)
< n—0
[#a (1+7r)

and then, from Lemma 2.13 (only changing the integral from R2 to B(d,e1,d5) in the proof), we infer

OR—>OO(1) + 05—)00(1)

<
(14mr)t-e

/ Kj(x — Y)HA(Y)dY | <
B(dnet,d5,)

Combining these estimates, we have shown that

OR‘N)O(I) + 07?—}00(1)
(1 + 7‘1)1_0‘

<

/ Ky — V) [ (V)Y
B(dnef,ds,)

Now, we focus on the left half-plane. From (4.8), we have

K(o)e, 7dy ™

Hi| <
(L (N &

Furthermore, we check, using (4.11) and (4.17) that, in the left half-plane,

K(o,0")d: > ek~

<
(1 + T‘_1)2+U

\4%4
e () - - P,
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and ,
K(o,0)d) 7 ¢,

(1 + 7‘_1)1+U

We have by Theorem 2.12 (since z € B(d,e1,dc )) that |Kj(z—Y
for any 0 < 8 < 2. Therefore, taking 8 = 2 — o, we have

/ Kj(x — Y)Hy (V)dY
{y1<0}

Taking 5 = 2, we have

|Cn8x2<| X

)| < W for Y in the left half-plane,

K(o, 0’)d£+‘7+‘7172 K(o, 0’)d${+a+a/_2+(1_a)€/

< = <
R (L+7)** (1+ |z — dneg])i—e

/{Y1<0} Ki(x-Y) (—29% (VV—V.vyn> —(1- |V|2)y1) (Y)dY

K(o,0")d\to 2
R2 (1 + f)2+‘7
K(U o )d>\+(7 —2-‘1—(1 O[)E
(1+ |z — d,eq [l

~X )

and finally, taking 8 = 1, we estimate

K (o, a’)dﬁ*"I’Q K (o, U’)d$+a/_2+(l_a)a/
e (1L+7)27 (14 |z—duef)l-e

/ Ki(x —Y)cn0.,¢(Y)dY | <
{¥1<0}

Thus, taking ¢’ > o > 0 small enough, since A\ — 2 + (1 — «)e’ < 0, we have

0n~>0(1)
(1+ |z — dpei)'=

| Ke-virway| <
{Y1<0}

We are left with the estimation in  := {Y; > 0}\B(d, e, ds). We infer that, in €2, we have, for 0 < o < 0’ < 1

K(o)dy™ " K(o)dy™

|f/| g (1+T1) (1+T1)2+a'

Indeed, from equation (4.13) and (4.17), we have |H1 — ¢05,¢| < %, and using (4.11), we check that

vV 2 K(o)dp*”
e (S1.99) - - e < 00

Now, for y € Q, 2 € B(d, e, dc ), we have from Theorem 2.12 that

K

|Kj(z —Y)| < e

and %
|Kj(z —Y)| <

T+ A(Y))32d?
We deduce that, for = € B(d,ef,ds ),

A—o’
/|K Klo)dy” 1y < K(a’)dg—“—ff/?/ Ky

1 +7r (Y)) R2 (1 + ’I:(Y))5/2
K(U/)d270l+(170¢)6,76/2 _ On_)o(]_)
S (e —dae)te (1+[& — doef])-e
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taking ¢’ < 1 large enough (since A+ (1 —a)e’ — 1 —¢/2 < 0), and

K (0)dy* o
Jo 1K@ =Yl miype=dY < K(0)dyto™™ [po qeryeeedY
< K(U)d:;+<f+(1*0¢)5/*25 o onﬁo(l)
ST AHe-dEDT e T (e—dpel) e

taking o > 0 small enough (since A + (1 — a)e’ — 2e < 0). We deduce that, for = € B(d, e, ds ),

0n~>0(1) + 0R~>oo(1)
I+ [z —duer) o

|8zjyé| = |Kj *f/| <

With (4.16), we have shown that
On—>0(1) + 0R—>oo(1)
(1+ |z —dpei)i—o"

Now, since |Va| + |VIa| = 0r—o0(1) in B(dne_f, 10), by integration from d,e1, we check that, since a > 0,

|amjy2| <

0n~>0(1) + 0R~>oo(1)
(1+ [ —dpei)—

| V2| <

Step 7.2. Elliptic estimate for ).
For Y1 we also use the function Ky and we have
Y= %Ko (\/§||) * (=AW +2)),
therefore

Pl < [ ooKe(Vale - Y1) (A% + 2]y

Ba, (z) 27

* /]R Ko (V2o = Y1) 1(=a21 +201)(¥V)]dY,

\Bu, (z) 2T

where By, (z) = B(z—dyej1,ds). The first term can be computed as in the proof of Lemma 2.10, and for the second
term, in R\ By, , we have

Ko (‘/5|117|) < Ke %% elal'?

_dc/4

from Lemma 2.9, which, with (4.11) and (4.12), make the term integrable and a 04, 00 (e~% "), which is enough

to show that
Onp—oco (1) + OR— o0 (1)

1+

V1] + 1] <

Step 8. Conclusion.

We conclude that there is a contradiction, as in the end of the proof of Proposition 2.17. This ends the proof of
Proposition 4.5. o

In the rest of this chapter, we take o, ¢,&’, A such that they satisfy the conditions of Proposition 4.5, and

A+ (1—a) >1.
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4.4 Proof of [zt sy Re(@V ., (TW(V))jima. = T + 0t oo (2 )
From (2.2), the equation on V is
TW.(V) = FE —icd,,V = —2VVi.VV_1 + (1 — [Vi|))(1 — [V_1 PV V_y — icOr, (VIV_1).
We use Lemma 4.2 to compute
0,V =05, ViV + 05, Vo Vi — (=00, VIV + 05, Vo V1) = 20, VAV 1.
Therefore
02, TWe(V) = —AVVL.VO,, Voy + 2(1 = Vi) Vida, (1 = [Voa|P)Vor) = 208y, (ViDs, Vor),

and then

/ Re(0yV 0., (TW(V))) —4/ Re(0yVVV1.VO,, V_1)

B(det,ds") B(dei,ds")

b2 R(@V( - IS (1~ V)V
B(det,ds")

— 2/ Re(04Vicdy,(V10z,V_1)).
B(def,ds")

We want to compute this quantity at d = d.. We omit the subscript and use only d in this proof. In fact, it works
for any d such that ﬁ <c< %.

Step 1. Proof of fB(dads,) Re(DqV (1 — [Vi[2)Vida, (1 — [V_1[P)VC1)) = 0400 (32)-
First remark that 9,, (1 — [V_1|*)V_1) = O4—o (35) in B(det,d") by Lemma 4.4 and
— 1
(1 - |V1|2)V18dv - Orlﬁoo (T‘_3>

1

therefore )
/ mt(adV(l B |V1|2)V16551((1 - |V—1|2)V—1)) = Od—oo0 (ﬁ> '
B(det,de’)

Step 2. Proof of fB(de_{)dE/) Re(0qVicOr,(V10:,V-1)) = 0d—oo (%)

Now we compute

ic@m (Vlaxl‘/fl) e Z'C(%mvlaxlvfl + icaxlngflvl,
hence the equality

/ %e(@dVicam(Vlale,l)) = —C/ Re (811‘/1‘/711'812‘/1811‘/71)
B(dei,d*") B(det,d<’)
— C/ Re (6MV1V_12'8$1MV_1V1)
B(det,de")
+ C/ Re (6m1V_1‘/17;(912V16m1V_1)
B(dei,d=’)

+ C/ Re (6m1V_1‘/17;(911m2V_1‘/1).
B(dei,d=")

Now, using Lemma 4.4, we estimate the first term of this equality,

c <

/ Re (8$1V1V_1i612V1811V_1)
B(dei,d=’)
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1 1 Kn(d®)
Baatae) (L+77) d>==" = &5~

c/ |00, V102, V1| X [V_10,, V1| < K
B(def,d=’)

Since £’ > 0, we have
_ 1
Re (0, V1V_110,,V10,,V_1) = o |l =]-
c~/B(de_1>,d€/) ¢ (P ViV102,V100, Vo) = 00 (d2>

Using Lemma 4.4, for the second term of the equality, we have

<

c/ Re (05, ViV 11040, V-1 V1)
B(dei,d=’)

C/ jm (811 Vlvl) Sﬁe(axlz2vflvfl)
B(def,d=")

<

+

C/ Re (811‘/1‘/1) Jm(azlmv,l 71)
B(det,ds")

< / K < K =o0
S pusaey L+ rm)di=g S i T

since ¢ < % and ¢’ < 1. For the third term of the equality, we obtain similarly

C/ Re (811‘/71‘/12'8932‘/1811‘/71) § C/ jm(vlangl)me (8961‘/,18“‘/,1)
B(de1,d=") B(dei,d=’)
+ e / Re(V10,,V2)IM (O, Vo100, Vo0
B(det,ds")
< / Kk _, 1
X B(det,d<") (1+T1)d5725/ = Ud— oo P2/
Finally, for the last term of the equality,
C/ Re (6w1V_1V1i6w1w2V_1V1) < C/ Jm(lel)iRe ((%ﬂzV_lale_l)
B(def,d=’) B(dei,d=’)
+ C/ ERe(VlVl)Jm ((%ﬂzV_lale_l)
B(de1,d=’)
< K < K 1
X B(de—l)ydgl) d576/ X d573€/ = 0d— 32 |-

This conclude the proof of step 2.
Step 3. Proof of [, 1oy Re(@aV (—4VVI.V,, V1)) = =T + 0as00 (32).

‘We have
—AVVI.VO,, Vo1 = =40, V10p 2, Vo1 — 402, V100 2, V1.

Remark that using |04V < ﬁ and Lemma 4.4 once again,

/ %e(@dVﬁlelﬁmlle_l)
B(det,ds")

< / K 1

< T3 — Od—oo | 73 | -
B(de_{,dil) (1 + T%)d375 = d?

Moreover,

—4/ Re(0qV 03, V10,2, V1) =
B(det,de")

4/ Re (6111/1V_1612V161112V_1) — 4/
B(de?,d=") B(det,d=")
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For the first integral in (4.18), we write

4/ (aauVl 102, V10,2, V- 1) =
B(del,d=")

4 / Re (T, Vi, Vi) Re(Vor0a, s Vor) — I (T3 V200, V) IOV 100, Vo ).
B(def,d®")
For the first contribution, we have

K

- 1
Re (Dy Vi, Vi) Re(V 1002, V1)| < SN — ()
~/B(de_1>,d5/) ( 1 V10x, 1) ( 1Vz 22 1) ~/B(de_1>,d5/) (1—}-7‘%)61375 Od—s (d2)

For the second contribution, recall from Lemma 2.2 that

0, Vi = (cos(@l)u - ri sin(91)> Vi and 0.5,Vi = (sin(@l)u + TL cos(91)> Vi,
1 1

therefore u
Im (95, V10,,V1) = H|V1|2,

and then, by Lemma 4.4,

1
[Vi2dr1 + 04— 00 (—)

—4/ oo, Jm (8m1 V16m2V1) Jm(VTlawlmV_l) = —4/ p7)
B(def,d®") B

(de de’ ) T1 4d2
since

u 1 9 1
~/B(de_1>,d5/) H4d2+1/4|V1| dri = 0d—oo ($> .

We compute, using [V1]? = p?, u = % and Lemma 2.1,

u |Vq]? _on , ogs T 1
—4 — dri = —— d __" (=),
/B(de_1>7d5,) r 4d? 1 2 J, p1(r1)p(ri)dry = 2 [Pl] pE + 04, pE

We obtain the estimate for the first integral in (4.18):

1
4/B(de_1>,d5 " (811‘/1 18902‘/18901902‘/ 1) = ? + 0d— 00 (ﬁ) .

For the second integral in (4.18), we estimate

/ Re (8$1V_1V1612V161112V_1)
B(det,ds")

s / — - 0 1
S ey (L m)di= — " \a@2 )

This ends the proof of this subsection.

4.5 Proof of i [z ay et 4y ROV TWe(Qe))iamt = <5 + 0toe ()

In order to prove the result of this subsection, by using (4.1) and the result of subsection 4.4 we just have to show
that at d = d.,

/ Re(TaV L0\ Te,)) + / Re(TaV (02, L) (Te.t,))
B(dei,e") B(det,ds")

— 1
+ / Re(DgV ., (NLy (Te.a,))) = 0d. 500 (—2> .
B(def,d<") dg

Similarly to subsection 4.4, we omit the subscript on d. in the proof.
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Step 1. Proof of fB(de_{)dm) Re(DaV L(0:,Tc.a)) = 0400 (32)-

For this term, we want to do integration by parts and use that L(94V) is very small, but since the integral is
not on the whole space, there are the two boundary terms:

<

/ Re(TaV LD, e 0))
B(det,ds")

/ Re (L(adV)azl Fc,d)
B(dei,ds")

+ +

)

/ me(advvazlfcyd) / S)‘ie(V@dVZLIFC_,d)
dB(det,d=") dB(def,d=")

’

where dB(de1,dc’) is the boundary of B(det,d*"). On dB(de,d’), we have

Teaq=V(e¥1 1),

hence
0., Te.q = 2V10,,V_1(e¥e — 1) + VO, U, ge¥ed (4.19)
and
VO, Tea = 2VV10,,Voq(e¥ot —1) +2V1V,, Vo1 (¥ — 1) + 2V10,, V1V, ge¥ed
+ VYV, V. 4evet + VVO, U, ge¥ed + VO, V. VT, ge¥ee. (4.20)

By Lemmas 2.2 and 4.4, Proposition 4.5 and (3.10), we infer on 8B(de_1>, dsl) that, for any 1 > o > 0,

K(o) K

|a’211—‘c’d| S d2—¢' dl—-o + ditr—ae"’

(4.21)

Thus, still on 8B(de_1>, da/), from Lemma 2.6 we compute

= ge \ g2 di-o + ditA—ae’” | = 3—0c A1 —a)e’”

/ Re(VOTV .. Toa)| < 2 < K(o) K )< K(o) K
dB(det,d=")

Since 3— 0 > 2 and A+ (1 — a)e’ > 1 by (4.2), we have

1
= 0d—co ﬁ .

For (4.20), we estimate on 8B(de—1>, ds,), still using Lemmas 2.2 and 4.4, Proposition 4.5 and (3.10), for any 1 > o > 0,

/ i)‘{e(vadvazl Fc,d)
dB(det,de")

K(o
12V V10, Vo1(e¥ed — 1) +2V1V0,, Vo1 (e¥ed — 1) +2V10,, V1 VT, ge¥e| < d3(_0),
and
K K (o)

IVVO,, U, ge¥et + VYV, U, ge¥e? + VD, U, VU, 4e¥e1|

+

< d1+>\+(l—a)a’ 62+)\+(1—o¢)€’—0' :

In particular, from (4.20), we can find 1 > o > 0 such that, on BB(de_f, ds,),

a2
1
= 0d— o E .
K

1
|V8Z11—‘C,d| = 0d— o ( ) 5

thus

/ Re(04VVO,, T a)
OB(det,ds")

From (2.27), we know that
IL(8aV)| <
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Moreover, by Proposition 4.5, we have |0, ¢ 4| < ﬁ in B(dej,d), which is enough to show that

1
Re(L 8dV 6z Fc,d = Od— o0 (—) .
L, R TT:) = 0 (5

Step 2. Proof of fB(de—{)dE/) Re(0aV (92, L) (L)) = 0dsoo (32)-

‘We have
(0, L)(Teq) = 4Re(V_10,,V_1)Tc g + 4Re (811V,1V1Fcyd) V + 4Re(VT (. q)Vi0s, Vo1,
thus
/ E)C{e(adV(azlL)(FQd)) = 4/ me(adVFQd)iRe(VTlale_l)
B(dei,d=’) B(dei,d=’)
+ 4 / Re (9z, Vo1 Vil q) Re(9VV)
B(de1,d=’)
+ 4/ me(advmaxlv,l)i)‘ie(f/l“c,d).
B(det,ds")
Using |0,V ] < 1=,

K

— 1
Re(V_10z,V_1) = Ogo <$> and  |Tcq < (1+T1)—1/2dl/2

from Lemma 2.6, Lemma 2.2 and (3.5) respectively, we may bound

/ S)‘{e(adVFQd)i)‘{e(VTlamV_l)
B(def,d=’)

; K (L
= Jpaataey (L+r)1H2d3+172 Odmee (2 )
The second term of (4.22) is
4 / Re (Fp, VaVileq) Re(@aV V).
B(dei,ds")

We compute that

- K -
}9{2 (611V_1V1Fc7d)’ < W and |m€(adVV)| <

K
(1+4mr)3
in B(de7,d®') using

K
(14 o)1 /3dT7
by (3.10) and the definition of I'; 4. Therefore, since 17/8 > 2,

|Fc,d| <

IR TA = 1
/ — el 4Re (aw1V—lvlrc,d) iRe(BdVV) = O0d—oco (ﬁ) .
B(def,d=")

The last term of (4.22) is
/ ARe(VT e q)Re(ViDy, V_104V).
B(dei,d=’)

Recalling that
K

Re(VTe.q)| < K[Re(T)] < TR

and
K

Re(Viy V 105V)| € v
[Re(V10,, V_104V)| FAT 1)

we deduce

7 A WE V4 1
/ o ARe(VT,0)Re(Vi0z, Vo104V) = 0d-so0 (ﬁ)
B(det,d=")
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Step 3. Proof of [p; o2 yery Re(8aV 0z, (NLy (Te,a))) = 0d-roc (%)
Recall that

9:, NLy(Te.q) = 4%Re (02, Vo1Vilea) Teg + 2Re(VO., T a)le.a + 2Re(Vc,a)0z,Tea
+2Re(T¢,a0:,Te,a)(V + Teq) + [Te,al? (205, Voi Vi + 02,1 ¢ a).
We write
/ Re(04V 0o, (NLy(Lea))) =11 + I + I3 + Iy + I,
B(def,d=’)
with

L = / 4Re(0gV T ) Re (611V_1V11“c7d) ,
B(dei,d=’)

I2 :/ 29{6(6(1‘/1—‘0),1)9{8(‘73,21Fc)d),
B(def,de)

Ig :/ 29{e(171“c7d)£)‘{e(6d1/8zlFc,d),
B(det,de")

I = / ORe(Ts 302, T d)Re(TaVV) + 20Re(Tog0s, Tt} Re(TaV o),
B(det,ds")
I = / I a*Re(BaV (200, V_1Vi + 0., 0).
B(det,ds")

Estimate for I.

We estimate, by using |T'c 4| < W% that

K . K
(14 7)d>/% = (14 7rq)2+1/8q17/8

‘f}{e(ad—vvrc,d)f}{e (8131 V—l‘/lrc,d)’ < |1—‘c,d|2

Then, since 17/8 > 2,

77 SN o 1
[ AT e VAT ) =0 )
B(det,d")

Estimate for I.

From (4.19), we have
02, Teqa =2V10,,V_1 (¥ —1) + VO, U, ge¥ed,

therefore, on B(de_f, da/), by Lemma 4.4, Proposition 4.5 and (3.9), for any 1 > o > 0,

K(o) K K(o)

Re(VO,,Tea)| < :
| e( 1 7d)l + d2+)\70(1+7~1)7a

X d3*5/,cr (1 +T1)170¢d1+)\

Combining this with

s K (o)
Re(0aVTca)l <
|Re(0a )l (1+r)d e

. K .
since |T'¢.q| < dl(f(,), we infer

/ 29%e(8dVFc,d)9‘{e(V6Z1 Fc,d)
B(det,de")

< K(o)
S ozt aey T r)dt =2
S K(o)
B(dei,d=") (1 + T1)27°‘d2+)‘7‘7
/ K (o)
B(de_{,dil) (1 + Tl)lfochJr)\chr

)
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and since A + (1 — a)e’ > 1, we conclude, taking o > 0 small enough,

- _ 1
2Re¢(0qV T q)Re(VO,,I'cq) = 0d—00 (—> .
L oy TR0 Tt) = 0 (5

Estimate for I3.
We have from (4.19) that

02, Dea = 2V10,, Vo1 (e¥e4 — 1) + VO, U, ge¥ed,

therefore

. 1 1
Re(OgV O, Teg) < K 7 )
|Re(0a Tea)l ((1+r1)d325 + (1+T1)1ad1+)\)

and [Re(VT.q)| < K|Re(V. 4)|, hence

K(o)

Re(VT, S V>
| e( 7d)| (1+T1)1+‘7d1*‘7

then

/ 2Re(0gV 0., Te.a)Re(VT .. 4)
B(dei,d=’)

o / K (o)
= Jpuetaey (L+r1)2todi= e

- K(o)
B(de_1>,d5/) (1 + T1)2+Ufad2+)\fcr

by taking o > 0 small enough and using A + (1 — a)e’ > 1.
Estimate for 1.

Recall that

ey K
< -
Re@VV)| <

and we have

K

|Re(0qVTea)| < (1 + 1) 16/8q2/8

since |T'¢.q| < (1+r1)1+/8d2/8' Therefore, with 4 < —(1-|I—<r1)’
[Re(0qgVV) +Re(0qVT. a)| < K
d d c,d)| X (1 + T1)2

Now, we use |T'¢ 4| < (H?ﬁ% and Proposition 4.5 to get

- K
Re(Le.q0,, T < 7
| 2( ,dVz1 7d)| (1 ¥ Tl)a—ad2+>\—o

We conclude as for the previous estimates,

_ 1
/ ATV + BBV ) Re(Teide Do) = 00 (ﬁ) .
B(det,de")

Estimate for Is.
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We have, by Proposition 4.5,

N K 1 1
Re(04V (05, V1 V4 +0,, T, < 7
IRV (00, VaVi + 0T < 1y (a0 + (i yeEes )
and using |T'¢ 4] < fl(f(,), we have
K (o)
|chd|2 S J2—20 "

Therefore, for o > 0 small enough, since A + (1 — a)e’ > 1,

_ 1
/ |Fc,d|2me(adv(2am1 V—l‘/l + azlrc,d)) = Od— oo (ﬁ)
B(det,ds")

which concludes the estimates.

4.6 Proof of d.d. = —% + 0.0 (%)
Recall that d. is defined by the implicit equation

/ S)‘ie(&dV TWC(Qcyd)) =0.
B(det,ds' )\UB(—def,d=")

We showed in subsection 4.5 that

—27

S 1
5d/ Re(04V TW(Qcd))jd=d. = —5~ + Ode—o0 (-) -
B(de},d* \UB(—dzel,d*") | dz BN

Therefore, by the implicit function theorem,

9.d. — e fB(da,ds’)uB(—da,ds’)me( iV TWe(Qe,a)) d=d.
=2+ 04,00 ()

We compute for

TWC(QC,d) - _icamch,d - ACzc,d - (1 - |Qc,d|2)Qc,d
that, with 0:Qc.q = 0c(V + T'¢,q) = 0T q at fixed d, we have (still at fixed d)
aC(TWC(Qc,d)) = _iawch,d - LQc,d(aCFC7d)7

where

Lg..(h) == —=Ah —icdy,h — (1 — |Qc,al*) 1 + 2Re(Qc,ah) Qe a-

We are left with the computation of

e / Re(0aV TW(Qe.d))jd=d, =
B(det,ds' ) UB(—de],d=’)

—/ Re(0aV (102, Qc.d))|d=d.
B(dei,d*’ )\UB(—det,d=")

_/ Re(04V Lq, (0L a))|d=d. -
B(dei,d*' )UB(—det,d*")

As above, we omit the subscript in d. for the computations.

Step 1. Proof of fB(de_{,dE’)uB(—de_{,df’) Re(0qV (—i02,Qc))jd=d, = 27 + 0c—0(1).
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We have 0;,Qc = 05,V + 05,1¢ 4, hence

- fRe(advv(laac Qc)) =
/B(de_f,df/)uB(—de_{,df/) ’
—/ fﬁe(iadvam‘/)) —/ S)‘ie(iadvaml“c,d).
B(dei,de’ )UB(—det,d=’) B(dei,de’ )UB(—det,d=’)
Since K
V| < ———
VIS T
and K
|(912Fc,d| < (1 + T1)1+1/2d1/27
we have
/ me(iadvamzl—‘c)d) = Oc_,o(l).
B(dei,d=’)
Furthermore,
- / Re(i0gV 8, V) = / Re (105, V19, V1) + 0c0(1),
B(det,ds") B(det,ds")

and we already computed in (2.25) that
/ Re (’L'az2V1azIV1) = —7m + OC*}O(Cl/4>
R2

hence

/ me(ﬁdV(—iach))w:dc =27 + OC%()(l).
B(dei,ds’ \UB(—dei,ds")

Step 2. Proof of fB(de_{,di/)UB(—de_{,dE/) Re(0aVLq. (0L c,d))|d=d, = 0c—0(1).

From the definition of I'; 4, at fixed d, we have
Ol ea =nV0:Veaq+ (1 —nVOT, e (4.23)
We have, by definition,
Lo (9T e.a) = —icOz,0cTe.d = AL — (1= |Qcl*)cTe.d + 2Re(QedeTe.) Qe

80Fc,d

< K¢ 3/* from Lemma 3.9 and (4.23),

. . -2,
and using |94V| < i ) with [0y, 0cl e d| < (ch since ‘ Y

_K
1471 1+ry

we have
cl/4

Re(DaV (—icDs, 0T gK/ .
/B(de—{,ds’) GaV( ’ ) B(det,ae’) (1+71)2+1/2 —o(1)

The estimate on B(—def,d®’) is similar.

We define 3
Lq.(h) := —=Ah — (1 = [Qc[*)h + 2Re(Qch) Q.

and we are then left with the computation of

/ i)‘{e((?dVLQC (acrc,d))u
B(def,de’)
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the part on B(—det,d® ) being symmetrical. We want to put the linear operator onto 9,V since Lq.(04V) is close
to Ly (04V) which is itself small. We then integrate by parts:

/ %e(&dvﬂgc(acl“gd)) < / me(ch (8,11/)801“0,,1)
B(det,de") B(det,ds")

+

/ Re(TaVVOToa)| + / Re(VVOTwa)|
dB(det,ds") dB(det,d=’)

We have on dB(dej,ds’), that |9V < 5 X c.d Py <
*,1/2,
K(0)c™ /277 from Lemma 3.9 and (4.23), we deduce |VO.I'. 4| < ’Z(;’}ggf;’ < df/g'i)d and [0.T¢q] < % <
K(o)d"/8=7. We then obtain, for o > 0 small enough,
— K(o)d*
Re(DaV VT ca)| < 04V ||V < d¥* =220 — 0, (1),
/BB(de_{,ds') *(0a 2 /BB(de_{,ds')| vl al < BAgrs ~° ~o(1)
K(o d1/8+a
/ Re(VIgV T ca)| < / [V0aV ][0T ¢.al < d3/4()37/2 = 0c0(1).
oB(del,d=") oB(del,d=") d

Therefore,
[ we@Vio @) = [ Rello.(0aV)ATe) + 0umo1)
B(det,de") B(det,ds")

Now, from (2.27), we have that that

K
Ly (0,V)| < ——=
1Ly @V Ty
and by Lemma 3.9 and (4.23), we have |0.I'c 4| < (1+g1)/1/2; hence
e 1
Re(Ly (04V)0.Icq)| < K = 0u0(1).
/B(de_l) d=") oLy (0aV)0: et B(det,ae') (1 +71)2H1/2dL/4 0c=0(1)

We deduce from this that
[ w@Vio @)= [ RelLo. L)@V )BTwa) + ool
B(dei,ds") B(det,ds")

We have Lg, (k) = —Ah — (1 —|Qc?)h + 2Re(Q.h)Q. and Ly (h) = —Ah — (1 — |V|?)h + 29%¢(Vh)V, therefore
(La. = Lv)(@aV) = (1Qc* = [VI*)0aV + 2Re(VOaV)(Qc = V) + 2Re(Qc = VAV ) Qe

We have by (3.13) that ||Q.|*> — [V ]?| < 11{#/4 hence

(I47)1+1/3>

ol/4
< —_ = .
<K I (1 n 7‘1)2+3/4 0c~>0(1)

| [ mel(ie? - VPV aT)
B(det,ds")

We have from (3 12) that |Q. — V| < 7(15;/;/47 and, in B(de_1>,d5'), we have (by Lemmas 2.1 and 2.2) that
[Re(VaV)| < (1+r 7, therefore
_ - cl/4
Re(2Re(VIV)(Qe —V)I L a)| < K = 0.0(1).
/B(de1 de") B(det,de") (1 + T1)3+3/4 -
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Finally, by using the same estimates, we have

3/4

R VOVIQATD)| <K [ e QT )
/B(de_1>7d€') B(del,d=") (1+ r1)1+1/4

We compute
ERe(QcaCFCyd) = ERe(Vachyd) + S)‘ie(FcydacFCVd).

By using ’% 1o < K(0)c /%77 from Lemma 3.2 and (4.23), we have |Re (VOIcq.)| < %
*,1/2,
Furthermore, with |T'c 4| < %, we have |Re(T¢ 40.I¢ q)| < % With these estimates, we infer, taking

o > 0 small enough,

= OC‘)O(]‘)

/ Re(2Re(Q. — VIaV)Q:0: ¢ a)
B(det,ds")

which ends the proof of
/ Re((Lo, — Lv)(9aV)8Ton) = 0cso(L).
B(det,ds")

Step 3. Conclusion.

‘We showed that )

27 4 0c—0(1
=2+ 04,00 ( 3

Ocd, =

y

nw|’_'

therefore, with d. = Ho%o(l) from Proposition 2.26 we have

1+ 00—)0(1)
c? '

Ocde = —

As a result of subsection 4.5, at fixed c,

3d/ Re(0aV TW(Qe,d))ja=d, # 0

B(dei,d=’ ) UB(—det,d=’)

for ¢ small enough. By the implicit function theorem, taking some 0 < ¢, < co(c), we can construct a C'* branch
¢+ d. in a vicinity of c,. We define C as the set of ¢, > cg > 0 such that there exists a C! branch ¢ + d. on
|ew, cx[. We have just shown that C is not empty. Let us suppose that cg := inf C # 0. Then, ¢ — d. is uniformly
bounded on ]cg, ci[ in C! by subsection 4.6, and can therefore be extended by continuity to cg, and we denote
dg its value there. We can construct the perturbation ®., 4, by continuity since ¢, d — @ 4 are C" functions in
the Banach space {® € C'(R?, C), ||®+,0,4, < +00} for its canonical norm (which is equivalent to [|.||+,q,q4 for any

d € [dg,d..]). By passing to the limit, we have ||®., 4, [/+,0,d5 < Ko(o, 0')01@;‘7, for Ko(o,0’) defined in Proposition
2.21. By continuity of A, we check that we have A(cg,dg) = 0 (for the perturbation ®., 4, ). Therefore, by the
implicit function theorem, there exists a unique branch ¢ — d. in a vicinity of (cg,ds) such that A(c¢,d.) = 0.
This branch, by uniqueness, corresponds to the branch we had on Jcg, c«[, and is also C! by the implicit function
theorem. Therefore inf C < cg, which is in contradiction with cg = inf C, and thus inf C = 0.

In particular, the travelling wave Q. on this branch is uniquely defined by this construction and is a C' function
of ¢. Indeed, we shall now show that there is only one choice of d. such that A(c,d.) = 0 in } + 2 [ If there exist

2c’? ¢
dy # ds in } %, %[ such that A(e,d;) = A(e,d2) = 0, by Subsection 4.5, we have
da(A(c,d))ja=a, <0 and  a(A(e,d))ja=a, <O,

therefore, there exists d’ such that A(c,d’) = 0 and 94(A(c,d’))jq=q¢» = 0, but then, since A(c,d’) = 0, we have
da(A(¢,d))jd=ar < 0, which is in contradiction with 9g(A(¢,d’))jq=¢» = 0. Now that we have uniqueness in the choice
of d. (in } %, % [), we have uniqueness of ®. 4 in the set

(& € CL R, @), B, < Kolo,0')c '}
for Ko(o,0’) > 0 defined in Proposition 2.21.
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4.7 Proof of the estimate on 0.Q).

We conclude the proof of Theorem 1.1 with the following lemma.

Lemma 4.6 For any 0 < o < 1, there exist co(o) > 0 such that for any ¢ < co(0),
0.Q. 1+ 0c20(1)\ 0aVia=a, 1
0. (Lol ea] (1)
*,0,dc

\% c2 \%
With this estimate and by using the same computations as in the proof of Lemma 3.6, we show that
=0c—0| =3 |-
» c

Proof From subsection 4.5, we know that Q. is a C'! function of c. We have Q. =V + I 4,, hence

0.Qc + (1-#027;0(1)) Aa(Vi(. — det)Voq(. + de—l>))\d:dc

for all +00 > p > 2 if ¢ is small enough, which ends the proof of Theorem 1.1.

-1+ o, 1
ach = ach + 6C(Fc,dc) = 672_)0()811‘/ + 6c(rc,dc)7
where we used 0.V = (—c% 4+ 0cs0 (c%)) 04V thanks to subsection 4.6. I'; 4. depends on ¢ directly and through
d.. We will write 0.I'; 4. for the derivatives with respect to ¢ but at a fixed d., and 94I'c 4. for the derivate with

respect to d. but at fixed ¢. In particular,
ac(rlc.,dc) - 8ch,dc + acdcadrlc,dc-
From Lemma 3.9 and (4.23), we showed that

< K(o,0')c7,

*,0,d.

8crc,dC
\%4

and from Lemma 3.3 with the definition of I'. 4, we show easily that

Oal'c.a,
Vv

1+0c~>0(1)

Finally, from subsection 4.6, we have d.d. = =

since 0 < o < o’ < 1. O

, therefore

60 (Pc,dc)
\%4

/ / 1
S K(0,0") (™7 + ¢ (1 +0c50(1))e' ™) = 00 (0_2)

#*,0,dc

This concludes the proof of Lemma 4.6, which itself concludes the proof of Theorem 1.1.

A Proof of Lemma 2.7
Proof First we show that L(®) = (E — ic0,,V)¥ + L'(V)V. We use & = V¥ in L(P) to compute
L(®) = —AVEY — ATV — 2VU.VV — (1 — [VIP )V + 2|V PVRe(TV) — icV Dy, ¥ — icO,, V.
We have that E = —AV — (1 —|V|?)V hence (E —ic0,,V)¥ = —AVY — (1 — |[V|})V¥ —icd,, V¥ and the remaining
terms are exactly equal to VL' ().

We denote ¢ := 1+ W —e¥. Remark that ( is at least quadratic in ¥. We compute the different terms in (TW,):

—icOp,v — Av — (1 = [v]?)v =0
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with
v=nV(1+¥)+(1-nVe”.

We have v =V + ® — (1 — ). In general, our goal in this computation is to factorize any term when possible by
V(n+ (1 —mn)e?) and compute the other terms, which will be supported in the area n(1 — 1) # 0. First compute

Op,¥ =

(0, V(1 4+ U) + 0, OV) + 0y iV (1 + 0) + (1 = 0)e¥ (0, V + 02, ¥V) — OpynVe?,

therefore -
—icOp,v =V (n+ (1 —n)e?) (—ic% - ic@mkll) — 1Nz, VU — ic0p,mV (¢. (A1)
For the second term, we compute
Av = ApV(A 4T —e¥)+2Vn.V(V(1+ T —e¥))
+ n(AV(Q+T)+2VV.VVY + VAD)
+ (A=) (AVeY +2VV.VUe? + V(AT + VI.VT)e?),
hence
~Av = V(n+(1-n)¥) AV 2V 9w - Aw
14 Vv
— DAVU — (1 - n)VVE.VTe? -~ VAnC —2Vn.V(V(). (A.2)

Finally, let us write A := V(1 + ¥) and B := Ve, so that v = n4 + (1 — 1) B, and remark that V{ = A — B. We
then have -
(1= Ju)v = @ =n?*[AP* = (1 = 0)*| BI* = 2n(1 — n)Re(AB))(nA + (1 — n)B).

We want to bring out the terms not related to the interaction between A and B, namely n(1— |A|?)A+ (1 —n)(1 —
|B|?)B. We have

(1—|v]*)o = n(l—]AP)A+nA[(1—n?)|A]> = (1 —n)?|B|* — 2n(1 — n)Re(AB)]
+ (1=n)@A—|BP)B+ 1 —-nB[(1-(1-n))IB* —n’|A]” — 2n(1 — n)Re(AB)].

Now, factorizing n(1 — 7)) we get

(1—[v*)v = n(1—|A)A+(1—-n)(1—|B*)B i
+ (=)L +n)AAP — (1 —n)A|B|* — 2nARe(AB)]
+ n(1=n)[(2-n)B|B]> = nB|A]> — 2(1 — n) BRe(AB)].

Remark that the last two lines yield 0 if we take A = B, since V( = A — B, we can write
(1= [o)o =01 — [AP)A+ (1 =)L~ [BI*)B + (1 —n)(V(G(Y) + VCH(P))

where G, H are functions satisfying |H ()|, |G(¥)|,|[VH(¥)|,|VG(¥)| < C(1 + |¥| + |VY| + |e¥]| + |[VTe?]|) for
some universal constant C' > 0. We recall that A = V(1 + ¥) hence

1-[AP)A=(1—|VPL+ )V +D),
therefore we get a constant (in ®), a linear and a nonlinear part in ¥:

1—APHA = A - VAV +1 - |VHVE - 2[V|*’VRe(T)
—2|[VPVRe(0)T — VUV (1 + ).

We have B = Ve¥, hence

(1= BB = e¥((1 = [V])V = 2Re(1)|[V]?V — [VPVS(T)),
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where S(¥) = e27¢(¥) — 1 — 29%¢(T) is nonlinear in ¥. We add these relations and obtain

n(1—[APA+ 1 -1 —[BF)B = V(n+ 1 —ne”)((1—[V[]) - 2Re(W)|V[*)
+ (1 —n)(VCG(¥) +V(H(P))
+ (A= |VPVE = 2]V PVR()T — VU2V (14 T))
— (1 =n)eY|VPVS(T). (A.3)

Now adding the computations (A.1), (A.2) and (A.3) in —icd,,v — Av — (1 — |v|*)v = 0 yields

Vi -men) (22 4 )

+1((E = ic0p, V) 4+ 2|V *VRe(V)W + VI 2V (1 + ¥))

+V (1 =n)eY(|V|2S(¥) - VI.VT

—icy,nV ¢ — VARG — 2Vn.V(VE) = (1 = n)(V(G(Z) + VCH()

~— ~—

_— (A.4)

We divide by 7 + (1 — n)e¥, which is allowed since 7 + (1 —n)e? = 1+ (1 —n)(e?¥ — 1) and in {n # 1}, |¥| <
% < K| @ L2y < KCp by our assumption ||®|| g2y < Co, therefore, choosing Cy small enough, in {n # 1},

we have |e? — 1| < 1/2. We also remark that

(1—mn)e”

e? —1
(77+(1—n)e““)_(1_n>+n(1_n)<n >

+ (1 —=n)e?

therefore (A.4) become

+V(1 = n)(=VE.VV + [V[*S(T))
" , ) ,
+m(@ — 00y, V) + 2|V [PVRe(V) W + [VE2V (1 + )
+R (V) = 0,
where
Ry(¥) = m(—mmnvc = VAC = 2Vn.V(VE) = n(l = n)(VCG(Y) + VCH(D)))
e? —
+ Vn(l-mn) (W) (—=VE.VU + |V]2S(D)).

Remark that R;(¥) is nonzero only in the rings where n(1 —n) # 0, i.e. 1 < 7 < 2, since every term has either
0,1, An or n(1 —n) as a factor. Furthermore they all have as an additional factor ¢, V(,S or VU.VV. Hence, if
we suppose that |¥|, V|, |[V2U| < KC in the rings (which is a consequence of ® = V¥ and ||®||c2r2) < Co),
then those terms can be bounded by C||\IIH201({1<K2}). Therefore if |¥|, [VV|,|V2¥| < KCy in the rings, then

[R1 ()] + [VR1(9)] < K[| V][22 1<icoy) < KN®l22 (<o)

for some universal constant K > 0, since in the rings, V' is bounded from below by a nonzero constant. Now, we
use
n 1—e¥

[ S — + 1— -
CEE t n)n + (1 —=n)e?
to compute

Ui

T ey B i V)V = (B = icOn, V)V + Ro(¥),
where
(1 —eY)(E —icdy,V)

0.
n+(1—n)e¥

Ro (V) :=n(1—n)
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We show easily that Ro(¥) satisfies the same estimates as Ry (V). Remark that, using ® = V¥,

'm@I‘/I?V%(\P)‘I’ + VPV (1 + \I/))' =
’]7 _
o RENR + P )| < KIBI
and
’r] _
¥ (e @@ (8P +0) )| < K61y

if || ®| oo (r2) < Co (so that the term in e¥ is bounded) since  # 0 only if 7 < 2. We define

n

R(V) := Ry (V) + Ry(V) + + 0 —me?)

CIVIPVR(V)T + VI[PV (1 + W),
which satisfies
[ROD)]IV(R(D)| < K[| @[ E2(r<ay)
for some universal constant K > 0, provided that ||®[[c2(r2) < Co. The equation (A.4) then becomes
E —ic0,,V+VL (V) + V(1 —n)(-VEVE+ |V[2S(T))
+n(E —ic0y,V)¥ + R(¥) = 0.
Now we finish by using —icV 9.,V = —9icV0,, ¥ — (1 — 1)icV9,, ¥ and
O, VU + 0, UV = 0, ®

to obtain
VL'(U) +n(E — icOp, V)V — icndp,® + V(1 — 0)(= VUV + [V|2S(¥)) + R(¥) = 0.

Finally, since we have shown that L(®) = (F —icd,, V)V + L'(¥)V, we infer
VL'(0) + (E — icdy, V) = nL(®) + (1 — n)VL (D).

The proof is complete. O

B Elliptic computations
B.1 Proof of Lemma 2.8

Proof The uniqueness of such a function ¢ is a consequence of the fact that ¢ is bounded (by Vz € R?, [¢(z)| <

(Ifi—ff’)‘z), the linearity of the Laplacian, and that the only weak solution to A¢ = 0 that tends to 0 at infinity is 0.

We define

(=G,
where G is the fundamental solution of the Laplacian in dimension 2, namely G(z) := 5=1In(|z|). Since ||f(z)(1 +
7)2T || Lo (r2) < +00, we check that ¢ is well defined. Let us show that ¢ € C*(R?, €). If f € C°(R?), then, for
Je{1,2},

(rhe)—C@) 1 S +hey) = J)
h BN S e T
S 2 (e - y)oy f(V)aY
271' R?2 !

when |h| — 0. Then, for ¢ > 0,

1
o [ e = YD)y, F(¥)aY | < K@)V oo
T JB(x,¢)
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and by integration by parts,

1 In(|z — Y1))dy, f(Y)dY ! xj =Y

FY)dY

2T JR2\B(a.e) 27 Jr2\B(a,e) |7 — Y2

L In(jz —Y|))f(Y)€;.vdo
2T JoB(x,e)
and since |- faB(z,a) In(|z — Y|))f(Y)€j.ﬁda‘ < K| fl oo (r2)e| In(e)], taking ¢ — 0 we deduce that
C(z + heéj) — ((x) 1 / 1 / z; —Y;
— - , Y=— Y)dYy
|h| - o0 R2 1D(|{II Y|))ay]f(Y)d o0 R2 |I — Y|2 ( )

when |h| — 0. This implies that, for f € C>°(R?),

Ve(@) = o / LY v)ay,

T Jpe [ Y2

Now, for f € C°(R?, €) such that || f(z)(1 + 7)*T®| feo(r2) < +00, we take f, € C°(R?, C) such that f, — f in
L3(R?) and (14 7)*/2f, — (14+7)*/2f in L' (R?) (we check easily that f € L3(R?) and (1 +7)*/2f € L'(R?)). In
particular, f, — f in L'(IR?). Then, for (, such that A(, = f., we check that, by Holder inequality,

}Vﬁn(:v) ! / if(y)dy} < i/R2 £ V) = F] 4y

C2m Jre |z —Y? S or |z — Y]
falY) = £(V) av "
i 2 I Y < | fn = flliswe / a7 < K| fo = fllzaw2
/{|m—Y|§1} |z = Y| (B (o—vi|<1} [T = Y[3/2 )

and

/ n) = IV 4y 1fn = fllLrm2),
{lz—Y|>1} e =]

therefore V¢, = 5= [g2 %f(Y)dY uniformly in R2.

Similarly, we estimate

Glo) = 5 [ e = ¥Dsav] < o [ 1) - 5 nge - vDlay

™ m

2/3
/ fn(Y) = fV)|[In(lz = Y))|dY < [[fu = fllzeme) (/ Iln(lx—Yl)I3/2dY>
{lz—Y|<1} {la=Y|<1}

< Kllfa = fllesme)

and
/ |fa(Y) = FV)||In(jz = Y])]AY < K[(1+7)*2f0 — (L+7)*2 |l 1 (m2),
{lz=Y|>1}

thus ¢, — G* f = ¢ uniformly in R?, which implies by differentiation of a sequence of functions, that ¢ € C*(IR2, C)
and

V@) =5 [ Y.

T2 Je Jr - Y2
We check that ¢ satisfies
AC=f
in the distribution sense. Indeed, for ¢ € C°(R?), (see [9], chapter 2, Theorem 1)

[Gnse=[ sGran-[ 1o
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It is also easy to check that
V(z1,22) € R?,  ((21,22) = —C(21, —22).

Now, if |z — dé1| < 1, we check that

1 dY
<K | —|fx-Y)dY < Kera _ < Kepa,
Ve <K [ Salfa =YY < Kepo ||t < Ky

and, similarly,
()] < Kefa,

which is enough to show the required estimate of this lemma for these values of x. We can make the same estimate
if |z + dej| < 1, we therefore suppose from now on that |z — dej|, |z + dej| > 1.

First, let us show that
/ FV)AY = / FOV)Y =0, (B.1)
{Y1>0} {v1<0}

The integrals are well defined because |f(x)| < (liﬁﬁ and therefore f is integrable. Since f is odd with respect
to 2, (B.1) holds. We deduce that

1 z—Y x—de_f
cr < Al (e Y e
| C( )| o0 vi>0) |x—Y|2 |w—de_1>|2 f( )
1 r—Y T+ deq >
+ — - Y)dY|.
Now, using |f(z)]| < (13;%’ we estimate

-Y —det dy
27|V((z)| < E.ﬂaf{)fl}o} oY ~ To—del? | GFm (7))

z=Y _ _ax+del dY
T Efvaf{Y&O} le=YT?  Jotdei]? | (I+r_1(Y))2Fe"

By the change of variable Y = Z + de_{, we have

/ x-Y x — dep dy
sy [z = Y2z —def?| (14 (Y))2*e
B / (x—del)—Z x —dep dz
(Ziz—ay |[(x —del) = 212 [o —def|?| (1 +]2])>+e”
_ / (x—def)—Z2  x—de dz
S Jre |l —del) - Z2 fo —defP| (1+|2])2+e
Now, if |Z| > 2|z — de_1>|, by triangular inequality, we check that
(x—dei)—Z z —dep K
(& —dei) = ZP? |z —def]?| = [a —d&|’
hence
/ ‘ (x—dej) - Z x — dep dz
(21520—azpy | (@ —del) = Z2 |z —def?| (1 +]2])>te
K dz K(a)

- ,
@ — def] J{z150200-azty (1 +12])24 7 |z — def|+e

94



We now work for | Z| < 2|z — dej|. We remark that

aj—de—l> Z aj—de—l> 9 9
s N o~ dei'|(o — d2i) - 2
= |(o — dE)( — 4B — (o — &) - Z%) ~ Za — dEi Y
— |(o — de}) (e — det).Z ~ |Z) ~ Zla — dei
— (&~ d#) - 2)e — de).Z ~ |2P) - Z|(x — dE) - 2P
e del) — 7 o Z 2
= o~ det) - 20121 [{E4D=L (s(a - amt) 2 121) - e a

and we estimate

x—del N A Z
2(x —d Z —de}) - Z
=g (2~ 171) e ety -7
dei)—Z Z
< 2x— de_>+’ﬁ——Z x — dey) Z’
Furthermore,
(x — def) — Z — G — 2
—1Z) — —=|(x —dei) — Z|| |Z —dei)—Z
‘|<x e (12D = (e = d2t) — 2| |2 - at) ~ 2]
= (& —def) = 2)|Z + Z|(x — def) — 2|
= |(w—def) - Z27|1Z|* + 1ZP|(x — def) — Z|* + 2(x — de] — Z).2|Z)|(x — dei) — Z|?
= |(w—del) = ZP|1Z1* (-1 2] + |(x — de3) — Z|* + 2(z — def). 2)
= (@ —del) - ZP|Z’|x - defP?,
therefore

37|
o —dei| x [(z — det) - 2|

(x—dei) — Z x—dej
|(w —det) =2 |o — dei]?

We deduce that

/ ‘ (x—def)-Z  x—de dz
(21<2o—azpy | (& —del) = Z2 |z —def 2| (1 +]2Z])>te
3 | Z|dZ

[z — def| J{z1<o10—azt)y (@ — dei) — Z|(1+ | Z])2+e

We remark that, either |(z — dej) — Z| > ‘I_Qdell, and then

12142
/{|z<2|xde—{}m{|(mde—{)Z|>$} [(z — def) — Z|(1+ |Z])>+
2 \Z|dZ
|z — def| (171<2le—det }n]| (e —det)— 2| > 12451} (1+[z])*te
K(a)
|z — def|™
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|z —de?| |z—ded|

since o < 1, or |(z — dej) — Z| < 5—, and then |Z] > ===, therefore
/ \Z|dZ
{1z1<2le—dzt }n{ (a—dat) - z]<l2=getl ) | (2 — dei) — Z|(1 +|Z|)>te
|Z|dZ
g — — 2
{‘Ifgﬁl‘<|Z\<2|x7de_1>|} |(.’I] — del) — Zl(l + |Z|) +a
_ K / \Z|dZ
= «
|z — dei [>T J{17-(z—det)|<3lo—del)} |(@ — dei) — Z]
K
|z — def|*”
We conclude that
(x —dei)— Z z —dep dz K(a)

/{Z|<2zde_f}

Combining (B.2) and (B.3), and by symmetry, we deduce that

(z—de) = 2] Jo—def?| (L + ]2 = Jo —def['+e

/ r-Y x —deq dy
wisoy |1z = Y2 |z —def?| (1+r(Y))2+e
r—Y z +de; dy

+/
{Y1<0}

o =Y Jo+def?| (L +r_i(Y))2Fe

_ K@) K(o)
X |$ _ de—1>|1+a |$ + de—1>|l+a
< Mo

7(z)lte

and therefore (recall that |z — dej|, |« + dej| > 1),

Kefa

< ha
Now, let us show that {(z) — 0 when |z| — co. We recall that

(o) = 5= [ Inlla = VDS,

™

and since [, f(Y)dY =0, for large values of z (in particular |z| > d),

@) == [ <|“’ — Y') F(Y)dY.

T 27 Jre 7]

If |x — Y| < 1, then |f(Y)]| € #2249, hence

(1+]z])2+o>

r—Y Keg o
/ 1n<' |>f(Y)‘ < gt | [ n(j — Y]) — In(le])
{lz-YI<1} ( {lz—YI<1}

|z| L+ [z[)2+e
Keg o1+ 1In(|z)))
h (1 + [z])?*e

—0

lz—Y]
||

when z — oco. If |z — Y| > 1, then In ( ) — 0 when || — oo and we recall that f is bounded in L. We have,

for |z > 2 that |z — Y| < |z|(jy| + 2) and therefore, for [z — Y| > 1, |z = 2, ’m ('“Y')’ < Kln(|y| + 2), hence

||

}1{1_3/21} In ('“’ |;|Y|) f(Y)} < KIn(|Y|+2)f(Y) € LY(R?, ©).
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By dominated convergence theorem, we deduce that {(x) — 0 when |z| — co. Now, to estimate ¢, we integrate
from infinity. For instance, in the case 1 > 0,22 > 0, we estimate

+oo Foo dt KEf
Ox ,Odt| < Ker g < I .
/m 2C($1 ) ’ Ef, /m (1 + |x1 _ de_1>| +t)1+a a(l _|_T(x))a

I¢(2)] <

B.2 Proof of Lemma 2.10

Proof The fundamental solution of —A +2 in R? is %KO (\/§ ||) where Ky is the modified Bessel function of the
second kind with the properties described in Lemma 2.9. Since ¥ € H'(IR?) and the equation —A + 2 is strictly
elliptic, we have

1
U= K, (\/§|.|) *h,
2w
therefore (using Ko > 0), for z € R?,

dy

|9 (2)| < K[|(1+7)h] (w2 /R Ko (Vala — V1) A+

If |# — det| <1 or |z + dei| < 1, we have
/ Ko (\/§|x - Y|) 1 av< / Ko (\/§|:v - Y|) dy < / Ko (\/§|Y|) dy < K,
R2 (1+7(Y))~ R2 R2

therefore the estimate holds. We now suppose that |z — dei|, |« 4+ dei| > 1. We decompose

/]R2Ko(\/5|x—Y|) Wdif - /{YI>O}KO (mw_yl)wdl—/da}W

dYy
- / Ko (V2]z - Y] ,
v1<0} ( ) (1+1]Y +dpef])®

and we estimate, by a change of variable,

dY dy
Ko (V2)z-Y </ Ko (V2|Y .
/{WO} 0( | |) 1+ 1Y —dei))® = Jge 0( | |) (1+ |z —de; — Y|)*

Now, if |V] < Z=%1 by Lemma 2.9 we have

dY
Ko (V2|Y
/{|Y<m2da} 0( | |) (1+ |5E_d€—1>—Y|)a
K
< ———— Ko (V2|Y])dYy
(1+|$—d61|)0‘ \/%D/g’”:ﬁ_l}} 0( | |)
K
< ﬁ.
(14 |z —dei|)™

Iyl > ‘zfd;e_ﬂ, by Lemma 2.9 we have

dy
/{|Y>%} Ko (\/5|Y|) (1+ |z —del —Y])

< Kefwfdawx/ o IYI/agy
{lyiz =}

K(a)

<
~ ; .
(1+ |z —def|)
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By symmetry, we have

dy K
Ko (V2|z—Y < ;
/{n@} 0( | |) (L+]Y +der)™ = (1+ |z +der|)>

and this shows that oy
K(a)||(1 + 7)*hl >~ w2)

(1 47 (x))"

W ()|

N

(B.4)

For VW, we have the similar integral form
1
VU=V (Ko (\/§|.|)) «h.
27

Once again, we can show the estimate if |# — dej| < 1 or |z + dej| < 1, and otherwise, we estimate as previously

VU¥(z)| < K||<1+f>“h|\L°°<R2>/IRQ \VKO (\/5'“”” N Y')‘ Wdy
< KU My [~ (Ve Y1) e

since K, < 0 (from Lemma 2.9). Now, we can do the same computation as for the estimation of |¥|, using the
properties of K| instead of Ky in Lemma 2.9. The same proof works, since the two main ingredients were the
integrability near 0 and an exponential decay at infinity of Ky, and —K|) verifies this too. We deduce

C(a)|(1 4+ 7)*h| Lo (r2)

|V\I/((E)| < (1 +7:(I))a

(B.5)

a

B.3 Proof of Lemma 2.13

Proof First, since a > 0, h € LP(R?, C) for some large p > 1 (depdending on «), and VK, K € LY(R?, C) for any
% > ¢ > 1 by Theorem 2.12, thus K * h and VK * h are well defined. We only look at the estimates for x € R?
with 27 > 0. The case x1 < 0 can be done similarly. In this case, we have 7(x) = |x — dce—1>|.

We first look at the case 0 < a < 2. By Theorem 2.12 and the change of variables z = x — y, we have

|K + h|(z)
_ ”
< CIlh(+ 7)Y / ~
[[A( ")z (R2) R2 |x_y|1/2(1+|$—y|)3/2(1+r(y))a
_ i
< C(a)[Ih(1 + 7)o 2/
ERED sy [o =y 200+ o — y])372(1 + [y — dex )
dy

+ amma+mme¢/
B Jiyrcoy Jo — g 20+ [ — g2 (1 + Jy + del])®

dz
< Cla)||h(1 + 7)Y peo
(@[A(1+ 7). (IP»?)/]R2 |2[12(1 + |2])372(1 + |2 — (z — de7)|)™
dz

+ C h 1+ r) =) 2 / :
(@)A1 +7)*[| L (r2) we 22+ 12D)32(1+ |2 — (z + de)|)®

We focus on the estimation of fR2 \z\1/2(1+|z|)3/22ilz+|z7(x7de_f)\)0" If |« — de_1>| < 1, since a > 0,

/ de < )/ dz < C(a)
S « < «).
g2 |2[Y2(1+12])32(1 + |2 — (z — de7)|)™ r2 |2[V2(1 4 |2])3/2(1 + |2])®
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Now, for |z — de_1>| > 1, we decompose

dz
/132 [2[12(1+ [2))32(1 + |2 — (v — de)|)*
B / dz
B = [2[12(1 + |2])3/2(1 + |2 — (z — dei)|)*

dz
/{;} RI720 + 2020+ = — (o~ dell]e

+

In{|z|< ‘zije_f'},wehave 2= (w—det)| > 228 and |z — (w—de?)| > |2, thus, since a—a’ > 0 and |z —de7| > 1

dz
/{|z|<z;a} I+ PR+ — (2 — deh)])e

C / dz
[z —det|™ Jge [2]72(1 + |2))32(1 + |2])*—

o Cla—d)
Sz —def|
Cla—d,d)

<
S T =
(1+ |z —def|)

—de? —(x—deg .
n {|z| P QEII}, we have |z| > w since

|z — (& — dei)| < |2| + |z — def| < || + 2|z] < 32,

and |z| > K(1 + |z]) since |z| > lo—ded] > 1. We then estimate, with 0 < o/ < a < 2,

2 2"
/ dz
{12 \>‘1*—dﬁ‘f‘} [2[V2(1+ [2)/2(1 + |z — (« — def)])®
< / dz
(1—|—|:17—d61 {| |>Le= 1—|—|z|)2 0‘(1+|z—(x—d61)|)

< Cla, o) / dz

S (e —def]) Jre (14 ]z — (@ — deq)])Proe
C(a, o)

T (Ut o def])

With similar computations, we check that, since x; > 0,

/ dz < Cla—d,d) Cla—d,d)
g2 [2[V2(1+ [2)2(1+ |2 — (@ + def)))* ~ (L+ [z +det])™ = (1+ |z —def|)*

Therefore, for 0 < o < 2, we have

Cla =/, o) [(L + 7)° | e sy

K * h| < —
| | (14 7)e

Now, if we consider VK instead of K and a < 3, a similar proof gives the result. The only change is that we now
—
use 3—a’ > 0 since o’ < a < 3 in the estimate of the integral in {|z| > L;e”}, with the extra decay coming from

VK instead of K.

We now look at the case 2 < oo < 3 and fR2 = 0. In particular, since o > 2, we indeed have h € L!(IR?). For
7(z) = |z — det| < 1, the proof is the same as in the case a < 2.
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We now suppose that 7(x) = |z — dej| > 1. Since Jrzh =0 and Vz € R? h(—x1,22) = h(x1,22), we have
/ h(y)dy = / h(y)dy = 0,
{y1<0} {y120}

/ K (z + deq)h(y)dy = / K(x — dei)h(y)dy = 0.
{y1<0} {y1>0}

hence

Therefore, we decompose

|(K s+ h)(x)]

K(x — y)h(y)dy‘

R2

[ (K@ -y) - Ko - dzt)ht)dy
{y120}

+

| (K@)~ Ko+ d2t)hs)dy
{y1<0}

< / K (z — y) — K(z — d&?)||h(y)|dy
{y120}n{|y—det|<|z—dei|/2}

+ K@ ) = K(o - d22)] ) ldy
{y120}n{|z—y|<|z—deT|/2}

4 / K(z —y) — K(x — dab)||h(y)ldy.
{y120}n{|z—y|>|z—dei|/2}n{|y—del| > |z —def|/2}

+/ K (x — ) — Ko+ d2h)|[h(y)|dy.
{y1<0}

In {y1 > 0} N{ly — de7| < |z — dei|/2}, by Theorem 2.12,

|K(z —y) — K(z — de7)|
< |K((x—def) - (y — det)) — K(z — deq))|

< w-al  sp VK]
B(z—del,|z—del|/2)
Cly — def|
X 71 . N3
(1+ |z —dei|)?

With |& — dej| > 1, o < 3 and the fact that in {y; > 0} N {|y — dei| < |z — det|/2}, 7(y) = |y — dei|, we estimate

/ K(z —y) — Kz — dab)||h(y)|dy
{y120}n{|y—def|<|z—det|/2}

o / CIIh(1 + 7) || oo (mry |y — dei |

S Jy—dzti<lo—dztyjey (L+ o — deg])3(1+ |y — def|)® Y

o Gl + 1)~ r2) / ly — dei|

S (U tlz—del)®  Jy—ami<io—dztiyzy 1+ y —deq])e
o ClIh(1 + 7)o (r2) / H "

h (I+lz—dei))®  Jipicpaztyyzy (1+|2))®

< (@)[[A(1 + 7)Y Loo (r2) 1

Cl(e)
X
(1+ |z - def])? (1+ |z — deff)o-3
_ C)IAQ P e
= (1 + |z — dej|)™
Now, in {y1 > 0} N {|z —y| < |z — de7|/2}, we have |y — dei| > |& — dei|/2, and thus
C(@)[[h(A +7)|| L= m2)
h(y)| <
| (y)| (1+ |I—d6—1>|)0‘
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We deduce that

N

/N

/ K(z —y) — Kz — dab)||h(y)|dy
{y120}N{|z—y|<|z—deT|/2}

C||h(1+7:)a||L°°(R2)/
(1+ [z —def)  Jiys0pn(la—yl<lo—det/2)

Cl|h(1 +7)*||
[h(1 + 7) ||£> (52) / |K (z — y)|dy + | K (z — de7)| dy
1+ |z —de|) (o—yl<|o—dzt]/2) {le=vI<le—dztl/2}

Cllh(1 4+ 7)*[| oo (r2) _ s
K K(x — —

T ([ K K = i) e - a7

ClIh(1 + 7)o (r2)

(1+ |z — deg])™

Cla = )[R+ 7)* |l L=m2)
1+ |z - de_1>|)°"

K (x —y) = K(z — def)|dy

(In(1 + |z — det|) + 1)

since |z — def| > 1.
Now, in {g1 > 0} N {|z — y| > |z — d&l|/2} " {ly — d&l| > |& — d&l|/2}, we have

and

as well as

c
) — —_deh| < _ —det)| <
K =) - Ko = deD)| < |K o = )|+ Ko = 2] € S
A1+ )| Lo (r2)
h(y)| < ,
N (I
[A(1+7)* || Lo (m2
|h(y)] < &9

(1+ [y — def])®

We deduce, since a — o > 0, that

/ K (@ ) = K(o - 42| |h(y)ldy.
{1120} {|z—y|>|z—def|/2}n{|y—deT| 2|z —deT| /2}
ClIh(1 + 7)*[| Lo (r2) / dy
S (I Jz—deq )2t @) Jpo (14 |y — deg|)>—o'+2
Cla—a)[[h(L 4 7)¥| oo (r2)
= (1+ |x—de_1>|)a' '

We are left with the estimation of f{y1<0} |K(z —y) — K(x + dep)||h(y)|dy. We decompose it,

/ K(x— ) — Kz +d2)||h(y)ldy
{y1<0}

K(z —y) — K(z + de)||h(y)|dy

|
/{y1<0}m{y+de—{<@}

n / K (z—y) — K(x + de)| |h(y)|dy.
{y<oyn{jy+det|> =L

In {y1 <0} N {|y—|—de—1>| < ‘z+—2de_ﬂ}, we have

[A(1+7)%| Lo (r2)
(1+ |y +deq )

|h(y)| <

)

101



and

|K(z—y) — K(x +de})|

K ((z + det) — (y + det)) — K (« + de})|

< |y +dei sup VK]
B(z+def,|z+def|/2)

Cly + dei|

S /=
(1+ |z +defl)?

thus

K (z —y) — K(z + dei)||h(y)|dy

/{yléo}m{|y+del|<er }

Cllh(1 +7) ILooaRz)/ ly+dei]
__lywaeil
(1+ |z + def|)? {ly+det|< =gl (1+ |y + def])>
Cllh(1 4+ 7)*[| oo (r2) 9 C(a)
(1+|:c+d )3 (1+|:c+del|)0‘—3
C(a)|h(1 + 7)*|| Lo (r2)
(1 + |z + deg|)®
)
(

N

N

N

C(a)[|h(1 + 7)* || Lo (r2)
1+ |z — def])®

since 21 > 0 (which implies that |z + de{| > |z — det)).
Finally, in {y1 <0} N {|y +dei| > L2 +d ‘}, we first suppose that |z — y| > @, thus

C

Kx—1vy) - K del)| < |K(x — K(z +de})| <
|K(z —y) (z+def)| < |K(z —y)| + [K(z + dei)| A+ tdel]?’

and we have ~
K(a)[|h(X + 7)o m2)
(1 +|e+def)e

h(y)] <

as well as ~
K(a)[|h(1 +7)*| Lo m2)
(1+ |y + dei])

We therefore estimate, since o — o/ > 0, |z 4 dej| > |z — def),

[h(y)| <

K(r—vy — K(z +dej h(y)|dy
/{ylso}m{y+de—{>%}ﬂ{lmy|>%}l S D)
ClIh(1 + 7)Y oo (r2) / 1
< —\2+(a’—2) =7 a—a/+2
(1+|I+d61|) R2 (1+|y+d€1|)
Cla = )|+ 7)< (o)
(1 + [o + dei])*
Cla — )|+ 7)o (m2)
h (1+[a — def ) '

X
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. h(14+7)Y oo .
, where we still have |h(y)| < w and we estimate

|o+det|
2 (1+|xz+def])™

The other case is when |z — y| <

/ K(z —y) — Kz + dab)||h(y)|dy
{y1<0}n{|z—y|<|z+det|/2}

Cllh(1 4+ 7)%| 1
< [[7( ) Hi (32)/ K (z —y) — K(z+ det)|dy
(L4 [z +deil)*  Jiyi<opn{lo—yl<lotdeti/2}
C||h(1 +7)%| 100
< G+ (82) / K (2 — y)ldy + |K (z + de7)| dy
(1 + o + def]) {la—y|<|o+dt]/2} {l—yI<lodetl/2)
Cllh(1 + 7)¥|| 1
. [h(1+7) Hi (82) / K (2)|dz + |K (z + det)| |z + deg )2
(1+ |z + def)) {121<|e+det|/2}
Cllh(1 4+ 7))L~ (m2) =
< In(1 d 1
Aot derpe Flerde Y
o Cla—a)|A +7)* Le(re)
X — ’
(1 + |z + dei])>
Cla—o)[[M(1 + 7)o (r2)
= (1+ |z — dep ) ’
which concludes the estimates of this lemma. H

B.4 Proof of Lemma 2.14
Proof We recall from [12] that

1 djiklz —yl* —2(z — y);(x — Yk
Rip*xh)(z) = — I J h(y)d,
( gk )( ) 2 o—y|>1 |£C—y|4 (y) Y
1 jklr —yl* —2(x — y)j(z — y)k
: h(y) — h(x))dy. B.7
= P— (h(y) — h()) (B.7)

As in the proof of Lemma 2.13, we suppose 21 > 0. It implies that 7#(z) = |z — de_1>|. The proof can be done similarly
if I < 0.

First, we look at the case 0 < a < 2. We check that

. 2 _ _ . _
/ Sjklr —yl® —2(z —y);(x y)kh(y)dy
|z—y|>1

|z —yl*

1 (y)ldy
le—y|>1 (1 + |‘T - y|)2

< K+ D [
R?2

< K

dy
(L+ [z —y)*(1 +7(y)~

The estimate of fR2 a +|x7y|;i2y( can be done exactly as the estimate of

147 (y))>

dy
/]R2 |z — y[V2(1 + |o — y)3/2(1 +7(y))®

in the proof of Lemma 2.13 (see equation (B.6) and the proof below). We deduce that

K(a, ) [[2(1 +7)%|| L= (m2)
(1+ | — defl)

(y)dy| <

/ 5j,k|$—y|2—Q(I—y)j(x—y)kh
le—y|>1 |J‘._y|4
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Now, if |z — y| < 1, for 0 < a < 3, we have

[VA(L +7)*|| Lo (r2)
(1 +7(x))~ ’

h(y) = h(z)] < |y — 2| sup [Vh| <y — |
B(z,1)

thus

|/ e R
lz—y|<1

|z —y|*
K||Vh(1+v*)°”|mo<m2>/ 1yl
S (1+ (z))" je-yl<t & =yl
K| V(L +7)|| L~ (r2)
(1+7(@)>

This concludes the proof of the estimate in the case o < 2. We now suppose that 2 < a < 3 and f]R2 h =0. We
already have estimate the second integral in (B.7) (since the computations were done for 0 < « < 3), and for the
first integral, the case |z — dej| < 1 is done as previously.

We now suppose that |z — dej| > 1. We are left with the estimation of

/ Siklr =yl —2(z —y), (= — Yk
lr—y|>1 |I_y|4

h(y)dy.

1222z
We define Fj i (z) := M# and we check easily that, for |z| > 1,

K
|Fjk(2)] < P

Since Vo € R?, h(—x1,12) = h(z1,22) and fR2 h =0, we have
| Fate-debpiay+ [ Fate+ ety = o
{y12>0} {y1<0}
Furthermore, we estimate (since |z — dej| > 1)
/ IFy o — dh(y)ldy
{y120}t{lz—y|<1}
< |Fju(x — de)| |h(y)|dy

{y120}n{]z—y|<1}
K

R
(1 + [z — dei])? Jiy,>0pnja—yl<1}

K (@) [[h(14+7) | oo (2
(+la—det)e

h(y)ldy.

Now, in {y1 = 0} N {|z — y| < 1}, we check that |h(y)| < L and thus

(@A(1 + )| L (m2)
(1 + |z — dej])2te

K
/ |Fj(z — det)h(y)|dy <
{y120}n{lz—y|<1}

Similarly, since |z + de—1>| <z — de—1>| since x1 = 0,

K(a)[[h(1 + 7)) co(r2)

F; de?)h(y)|dy <
| J,k($+ 61) (y)| Y (1+|x_de—l>|)2+a

/{ylgo}ﬂ{lrylél}
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Therefore, we estimate

/ il —yl? —2(x—y)j(x—y)kh(y)dy
lz—y|>1

|z —yl*

|Fj i@ —y) — Fyr(z — def)[|h(y)|dy

<

/{y1>0}ﬂ{zy>1}
+ Bl =) = Fiala + a2l (o)l dy
{1 <O}n{lz—y|>1}

K(a)[[h(1 + )% co(r2)
(14 |z — def[)>+

Now, we conclude as in the proof of Lemma 2.13 for the estimation of the two remaining integrals, replacing the
function K by F) i, and having the domain of all integrals restricted to {|x —y| > 1}. We check that, in {|z| > 1},

K K
|Fjx(2)] € —35 <
’ |22~ (

1+ ]2])?
and, in {|Jz —y| > 1},
Kly|
F; —y)— Fj < —.
|Fjk(z —y) 5k ()] (1+ |z])3
With these estimates replacing Theorem 2.12, we can do the proof of the estimates as in Lemma 2.13, in the case
2<a<3and [, h=0. O

B.5 Proof of Lemma 2.18
Proof First, we check that, as a solution of nL(®) + (1 —n)VL'(¥) = Vh, ® € C?*(R?,C) and

1]l L (r<10/e2}) + VRl Lo (frero/e2y) + V2@l Lo (frar0/e2) < K (¢ ||| s [|B]|wx,07) < o0

Since ® € C*(IR?, C) and it satisfies the symmetries and the orthogonality condition, to show that ® = VW € &, ,,
we only have to show that ||¥|.sq4 < +00. Now, similarly as in the proof of Proposition 2.17, we add a cutoff
function y g, writing ¥ = U, + i¥, = yg7, h = hy +ihy = Xrh but this time its value is 1 if r > 10/c? and 0 if
r < 5/c. In particular, its support is far from both vortices. We check similarly that, with the same notations, we
obtain the equation (2.13) that we write in real and imaginary parts:

A\ifl — 2|V|2\i11 = —]~7,1 — 2%Re (%V\if) + c@mlifg + LOC1 (\I/)

) i ] ~ (B.8)
ATy + cdy, U1 = —hy — 2Tm (%.vw) + Locy (1),

where Loc(V¥) = Locy (V) +i Loca(¥), and this time the local terms is in {5/02 < r < 10/¢*}. Recall that ¥ = 0 on
{r < 5/c?}. In particular, we look only at values of = such that |z| > 5/c2. Now, we define a function (, solution of

AC = —hy — 2Tm (%.vw) + Locy () as in Lemma 2.8. With Lemma 2.3 and V¥ € L2(IR?) (since & € Hao), we
have Y +— (1+7)Y/1%(In |z — Y|)Jm (%.v@) (Y) € L'(IR?) (hence Y — (In|z — Y])Im (%.v@) (Y) € L'(R?))
and thus ¢ is well defined. By Holder inequality, we can check that Jm (%.Vﬁ/) € L3(R?) . We check, with the

same computations as in the proof of Lemma 2.8 (with o = 1/10 in the computations), that ¢ € C'(R?) and that
we have

1 1 ~ vV _ -

under the condition that V¥ € L?(R2?) N L3(R?). With the upcoming estimates, we will check in particular that
this condition is satisfied (by Sobolev embedding). From the proof of Lemma 2.8, we check that, since Vh € Eys o
and 22 <1

2 )

o 1 g
sup (1 + |£C|)% / ———| —hg + Locz(\If)|(Y)dY' < +oo
zeR? R? |J7 - Y|
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(here, its size rnay depend on o,0,¢, R, ||®| g, and ||h]|«x,0). Now, from Lemma 2.3, we have, outside of {xr = 0}
that [VV| < We deduce

/ 1
r2 |2 =Y

We focus now on the estimation of [, %d}/. From [10], Theorem 8.8, we check that ||V\il|\H1(]Rz) <
K(e,R,||®||.,, ||]lsx,07). In particular, by Sobolev embedding, HV@HLs(Rz) < K(o, R, |2 aos ||]|x,07). In the

area {|z — Y| < 1}, we have (1 + |Y])? > K(1 + |z|)? and therefore, by Hélder inequality,

v |(Y K VU |(Y
/ |V [(Y) Y < 2/ |V |(Y )dY
{o—vi<1y |2 = Y1 +[Y]) (L+12))? J{omy<1y 2 =Y

- 2/3
_ KVl / v\
h (1+|z)? {o—v|<1} |2 = Y[3/2

K(e, R, |9 1 s [[2]l4x,0)
h (1 + IUCI)2 '

1+ )2

vV VU |(Y
3m< % vw)‘( )dY < K(c, R) /R |x_|y|(1|(+)|y|)2dY.

In the area {1 < |z —Y| < |z|/2}, we have [Y| > le=¥] Y' and |Y| > 1}, therefore, by Cauchy-Schwarz (since 2 < 1),

/ VYY)
(1<lz=YI|<zl/2} [T = Y1+ [Y])?
K(o,ec, R) / |VU|(Y)dY
(L +2)) =" Jp<a—vi<ial/2y |z — Y1+ |z — Y])2~(55)
ﬁ / |V\I/|2( )dY/ d—Y
1+ J2) =" | Jage—vi<il2) (1<le—YI<lal/2} |z — VP~ (57)
K(c,R, o0, H<I>HHOO)
(1+ J2f) 5

Finally, in the area {|x — Y| > |z|/2}, we estimate by Cauchy-Schwarz that

VI |(Y)
dy
/{m—y|>|z|/2} lz —Y[(1+[Y])?

K / IV@IQ/ ay 4
L+ 2|\ Sy 21212y (a—v >z /2y 1+ YT])

K(|®l#..)
1+ |2

AN

Combining these estimates, we conclude that

K(c,R,0,0", Pl Hocs [1hllr.0)
1+a
(1 +fa]) =

IV(|(2) <

Now, we write \11'2 =0, — ¢, and the system becomes

ATy — 20, — 8, ) = —hy — 2%e (%.v\i) 4 Locy (U) — e, ¢ — 2(1 — |V[2) ¥,
AV + ¢d,, ¥y = 0.

We deduce, as for equation (2.5), that for j € {1, 2},

O, U = K * <—i31 — 2%Re <¥.vﬁ/> + Locy () — ¢8,,¢ — 2(1 — |V|2)\f11) .
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We check that, with Lemma 2.13 (for 1 > a = 142 >0, o/ =0 < a),

K(c, R, 0, ||| re, [|P]l+5.07)

|K; * (—hy + Locy (¥) — ¢0,)| <

(1+ Jz])7 ’
since
ot Loor(8) — 0] < KR O [l )
(1 |z]) =
Furthermore, from Lemma 2.3, outside of {xg = 0}, |VV| < % We check, with Theorem 2.12, that on

{|x—Y| < m}, we have |Y]| > Izl and

2 2
/{zYSz/Q}

M/ VI |(Y)dY
(T+120)? Jiamyi<paly2y 12 = YV2(1 + |z = Y])3/2

Kj(x —Y)Re (VV—V.V@> (Y)’ dy

AN

By Cauchy-Schwarz, we estimate

/ |VE|(Y)dY
(o-viI<lal/2y [T = YV2(1 + [z = Y])3/2
- dY
< IVl [
(B%) {z—vI|<lzl/2} [T = Y](1 + |z = Y])?
< o0,

and in {|:1: —Y| > }, we estimate

5
VvV _- K(c,R) VI |(Y)dY
K-x—YD‘ie<—.V\IJ)Y‘§7/ VERE ey
/{zy|>|x|/2} il ) 4 ) (T +12D)? Jyomvigio)zy L+ [Y])?

and we conclude by Cauchy-Schwarz that

vV - K(¢,R,||®
/ Kj(:c—y)me<—.vw) (Y)’dyg—(c’ 12l
{lz=Y|2[2|/2} 4 (1+ =)
Since || ¥ l2(r2) < K(c, R, ||®| 1, ), we estimate similarly
; KR, |®|n.,)
Ki(z =Y)1 - V)T (V)|dY € —F—r—1==l
[ K== V) =l

K(c, R, [Pl oo )

A=)z Therefore, since @2 =(C+ @/27

and we conclude that |8%\if’2| <

K(c, R,0,0" |||, [ Al x,07)

|V‘i’2| <
(L + |z[)°

By integration from the origin (using ||\i/2||Lm({T<1O/Cz}) < K(¢, |®)|a.s |h]l+x)), we deduce also that

K(c, R, 0,0, |®] ., 1Al +x.07)
(14 [a])=t+e

[Wa| <
With these estimates and the equation

~ ~ ~ ~ vV ~ ~
A\Ifl — 2\111 = —hl + 6812\1/2 + LOC1(\IJ) — 2%Re <7V\I/> - 2(1 — |V|2)\Ifl,
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K(C,R,U,G'/,H@”Hm x”hH**,g/)

we check that | — hy + Caz2¢2 + Locy (V)] < a+lz°

, and by Lemma 2.10 (for & = ¢ > 0),

K(c, R,0,0" [|P|lm, |2l ++.07)
(1 +[z[)”

01| + [V <
(where the estimation for the terms He (%V@) and 2(1 — |V|?)¥; are similar to what has already been done
since we only have VW, ¥; € L*(R?) at this point).

With this first set of estimates, looking at equation (B.8), we have enough to show that

K(¢, R, 0, [ @ g s [|P]l5,07)
(14 [a])t+e

|A\I~11 - 2@1 - Calei/2| §

and

K(c, R, 0, @ g s [|P]l5,07)
(14 [a])>+e '

From the computations at the beginning of subsection 2.4.3, we have that, for j € {1, 2},

|A\i12 + c@mlifﬂ <

8x].\i/1 = 8ij0 * (A\ifl — 2\111 — Cax2\i12) + CKj * (A@Q + 6812\111),
therefore, by Lemma 2.13, taking a =1+ 0 <2 and o/ = 1+ ¢’ < a, we have

K(c,R,0,0" |||, [l x,00)

V| < ,
v T+ [el)

Furthermore, by Lemma 2.13, |K; * (AUy 4 ¢0,,¥1)| < %W’ hence, since for z; > 0,

—+o0
\111 = K() * (A‘Ill — 2\111 — 6812\112) +c Kj * (A\IJQ + c@mllll)dyj
by integration from infinity, we also have (with a similar computation if z; < 0)
K(c,R,0,0",||®||l e, |7l sx.07)
(T Jal) 072

|‘i’1| <

Now, using Theorem 8.10 from [10], we have for any x € IR? that
IV20|(z) < K(HA@”Lw(B(m,l)) + H\iJHLO"(B(m,l)) + ||V‘i’”L°°(B(m,1)))7
therefore (the limiting decay coming from (B.9))

K(e, R, 0,0, || Pl [[]l+s.07)

V20| <
v Tt )i

With these estimates, we have that S E®,—3+0,00- Now, we define

[ P Vi 2(1 — |V[*)Re(¥) 4 Loc(P),

vV
and we infer that, for any a < o’

||IV7’H®®7O¢,OO < K(a7 ¢,R, o, 0/7 67 H(I)HHoov HhH**,U/)(l + ||\i]||®,5700) (B.lO)
given that § > —2 + «. Indeed, we have that, for a < o/, Hﬁ||®®,a7oo < K(a, 0")||A||sx,0r, and

I Loc(¥)[[e@,a00 < K(c, )@l c2((r<i0/e2y) < K(6 ||| [ Al wx00)-
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We recall that (1 — |V[>)%e(W) is a real-valued term, and with Lemma 2.3, 0 < o < ¢’ < 1, we estimate

(1+7) 1+0‘ ~ ~
[T V]| ,6,00 < K (,0)[|¥]|g,5,00

104+ 7)1~ [VP)Re(T)] o et \KH
Lo (R2)

if 1+« >34 ¢ (which is a consequence of § > —2 + «), and

24« 1 + T 2+o¢ ~ ~
11+ 7> V(1 = [V)Re(P))[| L~ (m2) < K 74” ¥ le.5.00 < K(a,0)[[ ¥l 5,00
R?)
Now, we estimate similarly (still using Lemma 2.3)
. \4% (14 7)tte - -
e (Fve)| k|| 1l < Ko 0o
H 14 L= (R2) (1 + 73 || oo (m2)
. VV & (147)%*e . -
(1+7‘)2+0‘V9{e (—V‘I’) < K(C) ’7~ H\I/||®)57OO < K(C,Oé,é)”‘l’”@)&oo,
H 14 L (R2) (14 7)4+o Lo (R2)

and since VV . oV

with Lemma 2.3 and estimate at the end of the proof of Proposition 2.17, we infer that

H(1 + 72t om (V—Vv.v\if)

L (R2)

H(1 + ) Im (V—VV> .sne(v\if)

H (1 +7)*F*Re (VVV) Im(VP)

= (R2) L>=(R?)
(1+7)>te

(1+ 7)o
g K(Caa56)||\i/”®157007

(14 7)2te ~
74% ¥ ®,s,00

< Ko
R2)

9] @.6.00 + K H

Loo(R2)

and with similar estimates,

<K (e, 0)[1 V]| g,5,00-

vV _ -
H(1 +7)*TVIim (—.V\I/>
L (R2)

Vv

This concludes the proof of (B. 10) With ¥ e E®,—3+0,00, We therefore deduce that for € > 0 a small constant,
HhH®® —1to—e,00 < +00, hence he Eo®,—1+0—e. With estimate (B.10), Lemma 2.15 and

— AV — icO,, U + 2Re(T) = h,

and with the symmetries on U and h, we can bootstrap our estimates on U and then on £, and we conclude that
U e &g, (since o < o’). O

C Estimations for the differentiability

C.1 Proof of Lemma 3.3
Proof We fix 0 < ¢ < ¢o(0). We define, for d € ]%, %[ﬁ ]d® — g,d® + %[, the function
Hy: @~ (nL() + (1 =n)VL'(/V); (g (Fa(®/V)))

from Eg 0,4y t0 €@,0,de» SO that
H(®,c,d) = Hy(P) + O.

We took the same convention as in the proof of Lemma 3.2: we added a subscript in d in the operators to describe
at which values of d this operator is taken.
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Step 1. Differentiability of Hy with respect to d.

To apply the implicit function theorem, we have to check that H(®, ¢, d) (or, equivalently Hy(®)) is differentiable
with respect to d, and that aH(®,¢,d) € £g,0,d,- By definition of the operator (nL(.) + (1 —n)VL'(./V))~!, we
have, in the distribution sense,

(n2 e + 0 —nve (B )t (Vi) =0
+e

and
(neteta@) + = mver (F4E)) o) —o

From Lemma 2.7, we have, for any ® = V3V € &g 5,4, that

(1O + @ =nVL () (®) = La(®) = (1 = n)(E = icd,,V )V,

and with the definition of Ly (in Lemma 2.7), we check that, for any ® € £g .44, in the distribution sense,

((o+a-nve (1)), - (o +a-nve (3)),) @
= (Vasel® = [Val*)® + 2Re(Vare®)Vare — 2Re(Va®)Vy
- (1 - 77d+s)(E - icaﬂczv)dJrs + (1 - nd)(E - icaﬂczv)d'

We therefore compute that, in the distribution sense,

(nL(.) +(1-nVeL (V))d (Hite(®) — Ha(P))
= —(([Varel® = Val*)Haye(®) + 2Re(VareHare () Vare — 2Re(VaHay < (P))Va)
(1= naye) (B —ic0r,V)are — (1 = na)(E — ic0z,V)a)Hay ()
— (U (Fare(®/Vaye)) — Mg (Fa(®/Va))).

+

Since
O3V =02 ViV + 92 VWi — 20, V10, Vo1,

with Lemmas 2.1, 2.6 and equation (2.3), we check easily that

0244(c?)

2 _ 2 _ 2 Zem0"

|Vd+a| |Vd| Ead(|V| )+ (1+7:)3

and d
0%, (2)
2y 2y _ 2 Ze=0\" J
V(IVaiel”) = V(|Val?) = €0a(VIV]7) + 1+7)3

It implies in particular that (|Vaie|® — [Val*)Haye(®) € Ego (0),dg» With

[(Vire* = [Val*) Hare (@) |00 (0),de — O
when € — 0. We check similarly

2%e(Vd+€Hd+a(@))Vd+a — 29%(7de+8 ((I)))Vd
= e(2Re(FgVHyye(D))Va + 2Re(VaHay o ())0qVy) + 051 (e2),

I-le®,v(e).de

and that 2Re(93VHgye(P))Va + 2Re(VaHa1(9))0Vy € Ege,(0),de- We continue, still with Lemmas 2.1, 2.6 and
equation (2.3), we infer
(1= nage) (B = 1602, V)are — (1 = na) (B — icOr, V) a)Hare(P)
= €0a((1 = na)(E — iy, V)a)Har(®) + OFf (€?)

”'”®®,‘Y(U)’d®
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and 9g((1 —ng)(E —ic0z,V)a)Haye(P) € Eg@,~(0),de- Finally, we recall that
Fy(U) = (E —ic0p,V)g + V(1 =) (=VU.VE 4 |V|2S(¥)) + Rq(T),
and we check similarly that

7 (Fare(®/Vasre)) — g (Fa(®/ Vi) = 0a(II7 (Fa(®/Va))) + O

Iloe,v(o),de

(%),

We have
Oa(g (Fa(®/Va))) = (8ally ) (Fa(®/Va)) + g (0a(Fa(®/Va))),

and since (94117 )(F4(®/V)) is compactly supported, (04117)(Fa(®/V)) € Ege (0).de- We will check in the next
step that 94(Fa(®/Va)) € Eg@,(0),de- Let us suppose this result for now and finish the proof of the differentiability.
Combining the different estimates, we have in particular that

— ) g —
(L) + @ =mVL () (Hare(®) — Ha(®)) > 0
in £g@,(s),ds When € = 0. By Proposition 2.17 (from Egg (0),de t0 £@,0,ds), this implies that
Hate(®) — Ha(®)
in £g,5,d45 When € — 0. Now, taking the equation
_ U —
(nL(.) +(1=nVL (V>>d (Hate(®) — Ha(®))
= ~((Vatel® = |Val*) Hate (@) + 2Re(VareHare (P)) Vare — 2Re(VaHase(P))Va)

+ (1= na+e) (B = ic02,V)are — (1 = na)(E — ic0z,V)a) Hate (P)
— (Mo (Faye(®/Vare)) — g (Fa(®/Va)))

and dividing it by €, and then taking e — 0, we check that d — Hy(®) is a C! function in E®,0,dg, With
-1
0aH(®,¢,d) = 0aHa(®) = (nL() + (1L -mVL () (G(d, @),
with

G(d,®) = 04(|[V|*)Hg(®) + 2Re(0qVH4(P))Vy + 2Re(VyHy ()04 Vy
+ 04((1 = na)(E — icdp,V)a)Ha(®) — 04115 (Fa(®/V2))).

wod < K(o, 0’)0170/ this implies that, for ¢ small

By the implicit function theorem, with Lemma 3.1, since || U, 4|
enough, d — @, 4 is a C! function, and

(9(1(1)67(1 = —d¢H71(adH((I)C7d, d, C))

Now, let us check that indeed q(Fa(®/Va)) € oo y(0),de for ® € o .0,dq -

Ba(Fa(®/V,
Step 2. Proof of ‘ w

< K(0)c ) + K||9|v.0.4-
wk,7y(0),d

By the equivalence of the * and ® norms, these estimates imply that Jq(Fua(®/Vi)) € Eg@.4(0),de- We suppose
from now on that ||¥]|.,q < 1. From Lemma 2.7, we have

£ <%) — (B —ic0s,V)a+ Ra (%) V(1= ) <—v (%) v <%) +Va2S (%)) .

It is easy to check that at fixed @, ¢,

0 (Ra (%))
% < K(0) "D 4 K|,
wk,7y(0),d
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since it is localized near the vortices. For the nonlinear part, we have

0a(VA-n) (-V(3) V($) +IVPS (%) _ Vv >
VV v v = dV (1 =) (=VEVE + |[V|2S(T))

— O(=VU.VV + |V|25(T))

+ (- (—2W.ad (V (%)))

+ (1 =1)2Re(VaaV)S ()

omals(1))

For the first line, from Lemma 2.6, ||¥||. 4 < 1 and the definition of ||.||«,s,4, we have

8dv KH\IJH* ,o,d KH\IJ”*.U,d
= (L=n)(= VUV + [V]2S(P))| < TEE < 1577
and K|
|V (%L1 —n)(-VEVE+ [VES(W)| < Sset < Kllaga

which is enough the estimate. Similarly, since d;n is compactly supported, we have

K”\I/H* ,0,d *,0,d
(1+7)3 = (1+7)3

[0an(=V OV + [V2S(V))| + [V(0an(-VE.V + [V]2S()))] <

Now, we develop

®\\  0VVD  VOVD 0, VOV
(v (7)) - -

and we check, with Lemma 2.6, that

poalma (e )

o0 () e < e

from Lemma 2.6 and |S(¥)| < |§)‘ie(\11)| (s1nce [1¥]|«.0.a < 1), we have similarly

as well as

Since [Re(VOzV)| < (1_{;)3

K||Y s 0.4
(147)3 7

a5 (8) ()

o (s (V) < Ky _ KVl
V 1+’l° 2420 (1+7Z)1+’Y(0’)

*o’ K”\I/H* o,d
Vog ! S d < kS
d ( <‘7d ‘ 1 ’f‘ 3+2U (1 f)2+v(a)

and this is enough for the estimate. Finally, we will show that for any 0 < o < 1,

|(1 —n)2Re(VOzV)S(W)| <

and finally, since

is real-valued, we check that

and

6d (E — Z'Cam V)
V




which would conclude the proof of this step (taking (o) instead of o).
Let us show first that

(C.1)

We have from (2.2) that
E=-2VVi.VV_1 + (1 - Vi) — [V DV,

hence
O4E = 2V0,, V1. VV_1 — 2VV1.V0,, V1 + 0a((1 — [V4|?)(1 — [V_1$)ViV_4).

With Lemmas 2.1 and 2.2, we easily check that

V0, Vi V4| <

(1 + T1)2(1 + 7”,1)7

K
(1 + Tl)(l —+ ’I”,l)2

V4.V, V1| <

and
K n K
(1+rm)PQ+r_1)?2  (Q+7r)2(1+7r_q)%

In the right half-plane, where r1 < r_; and r_; > d, we use

0a((1 = Vi) (A = [Voa IV V)| <

1

- - g Kcl*d
(1 + ’f‘_1)1_‘7

and
1 1 2

Atre T Arre SaA+e

for a > 0 on the three previous estimates to show that

Kclfcr

04E| < —————
|d | (1+7’1)2+U

in the right half-plane. Similarly, the result holds in the left half-plane, and this proves (C.1). With similar
computations, we can estimate V (%TE) and show that

E
‘ 8d7 *%,0,d s K(U)Clid'
Let us now prove that
w S K (o). (C.2)

We show easily that
H’L'C(9128dVHcl({,:<3}) < Ke< Kclig,

and since 0y, gV = —0py 2, VIV_1 + Opy2y Vo1 Vi — 0y, V102, Vo1 + 0, Vo104, V1, by Lemma 2.2 we have

K K
|(912(9dV| < m, |vam26dv| < (1 +f)3
therefore ) .
Ao (zc@madV) 4oy (zcaz23dV) < Ke< Kéo.
14 Lo ({7>2}) 4 Lo ({7>2})

This proves that (C.2) is true for the real part contribution. We are left with the proof of

c* T Jm (M) < K(o)c' e,

4 Loo({7>2})
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which is more delicate and relies on some cancelations. We compute

Z'amgadvv 81} T ‘/1 am T V—l am Vl am V—l 81} V—l 81} ‘/1
- _ R _ Yrizo 172 — R Y 2 1 2 )
3m( 4 ) e( Vi * Voy ) ( w Vo * Voo V4, )

From Lemma 2.2, we have

0, V1 i, 1
‘;'—1 = —E Sln(ol) + O’I"1*>OO <E)

and the part in O, 0 (T%) can be estimated as in the proof of Lemma 2.22 for ica%\/
1

. In particular, we

*%,0,d
will just compute the terms of order less than T% or TSL From Lemma 2.2, we have also
7 3
02, V1 i 1
%1 = cos(61) + Or, 00 (E)
and Dnra,V: (61) sin(61) 1
m r1xo V1 _ Ccos(U1 ) sin(0q OT - —\
(=) R
These two estimates hold by changing i — —i, 61 — 6_1, 71 — r—; and Vi — V_;. We then deduce that
T (i(’“)mzadV> _ (_ cos(91)2sin(6‘1) N 005(9_1)251n(9_1)>
V 5 rey

(_ sin(6;) cos(6_1) n sin(6_1) cos(6y) )

T1 -1 -1 T1

1 1
+ OO0 (T—3) +0r_, 500 (T3—) ) (C.3)

1 ~1
We start with the second term of (C.3) which is the easiest one. We use for e = £1 that

x1 — de To

cos(f) =

and sin(d.) =

Te Te

to compute

d
sin(61) cos(6_,) = (@1 + d)z2
rir—1
and ( 0
. 1 —d)x
sin(f_1) cos(0;) = ﬁ
therefore

_ sin(#y) cos(f-1) n sin(f_1) cos(61)  2dxs

1 T_1 r—1 T1 (7‘1’{‘_1)2 '

We have, in the right half-plane, where r;1 <r_; andr_; > d > 5,

C

2dx P2te g 1
‘0F2+‘772 =2|cd—— < Kl
2 2,.0 l1—0o
(rir_1) iy oy
. s2+o .. . .
since 55— < 1, Lz2| < landed < K. Similarly, we have the same estimate in the left half-plane.
rir?, r_1

Now for the first term of (C.3), we have, for e = +1,

sin(f.) cos(fe) = w
TE
Therefore,
cos(fy)sin(fy)  cos(f_1)sin(0_1)  x» 4 4
7 - 2, ~ (riroa)? (ri (@1 +d) =2y (21 — d)).
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We compute, for e = +1,
rd = ((x1 — ed)® + 23)% = (v1 — ed)* + 2(xy — ed)?23 + 23,

hence

_ cos(fy)sin(61) n cos(f_1)sin(0_1)

’I”% 7"%1
= (7*173%)4(331 —d)(z1 + d)((z1 — d)® — (21 + d)® + 223((x1 — d) — (z1 + d)))
(Tlf%lylxg(,fl +d— (LL'l — d))

We simplify this equation to

cos(f1)sin(f1) = cos(f_1)sin(f_1) —zo(z1 —d)(z1 +d) . 4 5 5 2z5d
- = 2d d—4z5d) + ———. 4
2 + = (rr_1)3 (2d° + 627 zad) + (rr_)? (C4)

We now estimate separately each contribution of (C.4). We have, in the right half-plane, where r1 < r_; and
roazdz £,

9t 2x§d a:g 2o 1o
cr 74:206123 1| < Kc¢
(r1im-1) Mroyrirsiroy

since |za| < 11, |z2] < -1 and ;F;:TU < 1. Still in the right half-plane,
1" —1

d? (LL'l — d) (LL'l + d) X2 e 1
cd—5— o~

2d°| =2 — < Kc'™°
[} T1 r—1 riLrir_yr

’cf”" ra(z1 — d)(71 + d)
(rir—1)*

l—0o
-1
since d < Kr_q, |r1 —d| <7 and |21 +d| < r_;. For the next term, we write 22 = 22 — d? + d? in

{EQ(Il — d)(xl + d) IQ(Il — d)(Il + d) {EQ(Il — d)(Il + d)

6r7d = 6(z7 — d*)d + 6d>.
(rir—1)? ' (rir—1)* (w1 =) (rir—1)*
In the right half-plane, using 23 — d* = (z1 — d) (21 + d),
—d d —d)? d)? AR
‘07:2+0’ I2(I1 )(I41 + )6(17? _ d2)d‘ _ 6 Cd (Il 5 ) (Il ;i_ ) 2 TQ - — g Kclfcr
(rir—q1) Y 2y roarirfyrt
using previous estimates. We continue in the right half-plane with
—d d —d d) d? F2te ]
’cf2+a$2($1 )(xi td) sl _glog®=d (@t )2_@ T ke
(rir—1) el ro1 riyririrfyrty
and
—d d —d d 3 e
‘szwﬂfz(xl )(xi + )4x§d — 4 log®1—d) (@1 +d) i BRSSPy
(rir_1) r ro1 o rriyrir?y ety

using previous estimates. Similarly, all these estimates hold in the left half-plane, and for V (w), which

ends the proof of
8d(i08x2 V)

g K 170’.
% (&

*%,0,d,
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C.2 Proof of Lemma 3.9
Proof From the proof (and with the notations) of Lemma 3.2,

(m+muq+u—>vviﬂ)<H%@F<ﬂwoaaﬁd—®m>
= (LO)+ (@ —nVL ( el (—i8,,V) — (nawzq>c+€,d+(1—n)vam (%)))
+ (L0 +- ww%»><0 (),

thus, taking e — 0, we deduce that (with Lemma 3.2)

[l 0,0

(Id+ (nL()+ (1 =mvL (v))_l (Hj(dq,Fc(./V)))> (0u..a)
- (nL(.) + 1=V (V))_l (nj(aCF(@c,d/V)) — 100y Peq + (1 — 1)V s, <%>) '

Since at d = d., A(¢,d.) = 0, we have

H(Jj_ (6CF((I)c,d/V)) - inamg (I)c,d + (1 - n)Vaacg (Q‘;d) = _iawchu
|d=d

hence, with Proposition 2.17,

10e¥ e dji=d.llv0a < K[0Ye qa=d,|l®.0.ds

10z, Qe

< K(o,0') %

®®, 25 do
We will conclude by showing that for any 0 < o < ¢/ < 1,

102, Qc
Vv

< K(o,0)c™"
®®,0,dg

which, applied to 0 < %‘7, < ¢’ < 1, concludes the proof.

By Lemma 2.22, we have
105,V

v < K(o)c 7,

®®,0,de

wod, < K(o, 0')01_‘7/ with Lemma 2.3, we check easily that, for ¢ small enough,

10z, Q¢
—

and using || U, 4,

< K(o,0')c 7.
®®,0,dg

We now focus on the estimation of 93P 4jq—q.- At the end of step 1 of the proof of Lemma 3.3, we have shown
that
adq)c,d\d:dc = _dq?Hil(adH(q)c,dcu c, dc))

From Lemma 3.1, we have that, at d = d.,® = ® 4., the operator deH™ ! is invertible from E@,0,dp 10 Eo,0,dg >
with an operator norm with size 1 + 07_,,(1). We therefore only have to check that

/

104H (Pe.a,, c,de)|s.0.a, < K(o,0")ct 7.

Since 0gH (®c g, c,dc) = (nL(.) + (1 —n)VL (7))71 (G(de, ®ec,q,)), By Proposition 2.17 (from Eg®,07,de 10 E&,0,ds )
it will be a consequence of

< K(o,0')c' ™7

sk, 0,d

G(dm (I)c,dc)
\%4
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forany 0 <o <o’ <1.
We have, since Hy, (¢ q,) = Pc.q,, that

tsgesl = Du(VI) 55 + 2Re(0aV Be.a,) + 2Re(V e, ) 4

+ 0a((1 = (B — ic0s,V))jama, 252 — $0a(I (Fa(®/V)))ja=a, -

Since 94(|V|?) = 2Re(04V V), we check, with Lemma 2.6 that

D,y _ V|  K(o,o)e =
0a([V*)—==E=| + [20e(V .. < ) ;
a(IVI7) % +’ e d.) v ‘ (1 +7)2+o
and Lo
- K(o,0')ct—
Re(0qV D, <
|Re(0aV Pc,a,)] 117
as well as o
D, 4 _ gV S K(o,0")ct™ 7
2\ T ¢ac ) (I)c Za" (I)c < L
v (V) 4 23V 0) B 4 eV )| < H T

and this estimate a real valued quantity. From step 2 of the proof of Lemma 3.3, we have

1
[poua = —ico )| <K,
sk, 0,d
which is enough to show that
. (I)Cﬁdc N 1—o’
2ull(1 = 0)(E — 1601, V))ums, o < K(o,0')c 7.
*%,0,d

Finally, in step 2 of the proof of Lemma 3.3, we have shown that (taking the estimate for ® = &, 4_)

< K(o,0")c' ™7

*%,0,d

H%ad(nwd(@/v»u-dc

which conclude the proof of this lemma. O
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