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Abstract. This manuscript is devoted to the modelling of water waves in the deep water regime with some emphasis on the underlying variational structures. The present article should be considered as a review of some existing models and modelling approaches even if new results are presented as well. Namely, we derive the deep water analogue of the celebrated Serre–Green–Naghdi equations which have become the standard model in shallow water environments. The relation to existing models is discussed. Moreover, the multi-symplectic structure of these equations is reported as well. The results of this work can be used to develop various types of robust structure-preserving variational integrators in deep water. The methodology of constructing approximate models presented in this study can be naturally extrapolated to other physical flow regimes as well.
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1. Introduction

Water waves is a special case of mechanical waves propagating at the interface of water and air. They play a central rôle in the interactions taking place between the ocean and atmosphere [31, 48]. R. Feynman described the complexity of water waves using the following words [26]:

\[
\ldots\ldots\text{the next waves of interest, that are easily seen by everyone and which are usually used as an example of waves in elementary courses, are water waves. As we shall soon see, they are the worst possible example, because they are in no respects like sound and light; they have all the complications that waves can have }\ldots\ldots
\]

The complete mathematical formulation describing the propagation of water waves is quite complex to deal with. It cannot be solved analytically (unless in some asymptotic sense) and even efficient numerical algorithms are developed since 1970's [10] and nowadays this problem is far from being fully understood.
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That is why the water wave theory has always been developing by constructing sophisticated approximations [18]. Traditionally we assume that the fluid is homogeneous \( (i.e. \text{ its density } \rho = \text{ const}) \) and ideal and the flow is incompressible. Additionally it is quite common to assume that the flow is also irrotational [46], i.e. the flow vorticity vanishes identically.

In order to describe mathematically this problem let us introduce a CARTESIAN coordinate system \( O x_1 x_2 y \), where the horizontal plane \( O x_1 x_2 \) coincides with the still water level \( y = 0 \). The free surface is given by the function \( y = \eta(x, t) \). The axis \( O y \) points vertically upwards. The only force acting on the fluid is the gravity \( g = (0, 0, -g) \). The sketch of the fluid domain is shown in Figure 1.

To have a compact notation we introduce the vector of horizontal independent variables \( x \overset{\text{def}}{=} (x_1, x_2) \) along with the associated horizontal gradient operator \( \nabla \overset{\text{def}}{=} (\partial_{x_1}, \partial_{x_2}) \). The three-dimensional gradient will be denoted by \( \bar{\nabla} \overset{\text{def}}{=} (\partial_{x_1}, \partial_{x_2}, \partial_y) \). Similarly, the horizontal \( u = (u_1, u_2) \) and vertical \( v \) components of the velocity can be separated for the sake of convenience. The three-dimensional velocity vector will be denoted by \( u = (u, v) \). Throughout this study two-dimensional vectors are denoted by bold symbols and three-dimensional vectors have additionally an over bar (or an arrow).

From the irrotationality assumption it follows that there exists a function \( \phi(x, y, t) \) called the velocity potential such that

\[
\mathbf{u} = \nabla \phi, \quad v = \phi_y.
\]

By taking into account also the flow incompressibility we obtain that the velocity potential \( \phi \) is necessary a harmonic function, i.e.

\[
\nabla^2 \phi + \partial_y^2 \phi = 0, \quad (x, y) \in \mathbb{R}^2 \times (-\infty, \eta(x, t)).
\]

(1.1)

On the free surface we have the kinematic condition (also known as the free surface impermeability):

\[
\eta_t + \frac{1}{2} |\nabla \eta|^2 + \frac{1}{2} \phi_y^2 + g \eta = 0, \quad y = \eta(x, t).
\]

(1.2)

The free surface being an isobar, thus we have also the dynamic boundary condition:

\[
\phi_t + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{2} \phi_y^2 + g \eta = 0, \quad y = \eta(x, t).
\]

(1.3)

The last equation is known as the CAUCHY–LAGRANGE integral in which we chose the gauge where the BERNOULLI constant vanishes.
Let us assume that the wave field consists mainly of waves with a characteristic wavelength \( \lambda \), which corresponds to the characteristic wavenumber \( \kappa \equiv \frac{2\pi}{\lambda} \). The average fluid depth is \( d \). Thus, we can form a dimensionless number \( \kappa \cdot d \). If this parameter \( \kappa \cdot d \gg 1 \) then we can further simplify our problem by applying the so-called deep water approximation \( d \to +\infty \), which allows to 'evacuate' the solid impermeable bottom from the consideration. Basically, it allows to reduce the number of boundary conditions to satisfy by one. More precisely, we require that the fluid tends to the state of rest as we dive into it, \( i.e. \) 
\[
|\nabla \phi| \to 0, \quad \phi_y \to 0, \quad \text{as} \quad y \to -\infty.
\]

In practice, even for values \( \kappa \cdot d \gtrsim 2 \) the deep water approximation can be already successfully applied in some situations [52]. In general, we refer to [52] as an excellent review on deep water waves. Equations (1.1) – (3.5) will be referred to as the full water wave problem in deep water approximation.

The shallow water limit is much better understood nowadays. In shallow water there is a well-established hierarchy of hydrodynamic models:

- nonlinear shallow water (SAINT-VENANT or AIRY (especially in UK) or fully nonlinear non-dispersive) equations [1,20]
- BOUSSINESQ-type (or weakly nonlinear weakly dispersive) equations [6]
- Fully nonlinear weakly dispersive equations [44]
- ...
- Fully nonlinear fully dispersive EULER equations described above.

The deep water case is much less organized. The main difference between these two regimes comes from the dimensionless numbers which characterize the flow. When the depth \( d \) is finite, we have one parameter \( \frac{\alpha_0}{d} \) which characterizes the wave nonlinearity and another parameter \( \frac{d^2}{\lambda^2} \) to describe flow 'shallowness'. By applying asymptotic expansions in one or even two parameters we can obtain various approximate models. Now, if we take the limit \( d \to +\infty \) both these parameters collapse in the deep water making this case somehow special. Traditionally, deep water waves have been described as perturbations of a certain carrier wave. In this way, the wave field has been conveniently described using wave envelopes [5]. Then, the envelope function is shown to satisfy the nonlinear Schrödinger [53] or DYSTHE-type [25] equations depending on the desired asymptotic order of accuracy. These equations can be also recast into the HAMILTONIAN framework [28]. In the present study we take an alternative route without appealing to wave envelope techniques.

The present article is organized as follows. In Section 2 we present three variational formulations of the full water wave problem (1.1) – (3.5). Then, in Section 3 we briefly review the state of the art in deep water wave modelling and in Section 4 we present the variational derivations of SAINT-VENANT and SERRE equations analogues in deep water. Finally, the main conclusions and perspectives of this study are discussed in Section 5.

2. Variational structures

In this section we briefly describe the main variational structures of the deep water wave problem in the chronological order of their appearance. Of course, this list is not being exhaustive.

2.1. Lagrangian and Hamiltonian formulations

In perfect agreement with the themes of this special issue, the water wave problem is known since A. PETROV (1964) [43] and V. ZAKHAROV [53] to have the HAMILTONIAN structure. Below we present the classical LAGRANGIAN and HAMILTONIAN formulations together since they are naturally related by LEGENDRE transformation. A more advanced LUKE'S LAGRANGIAN functional along with its generalizations will be presented below (see Sections 2.2 & 2.3).
Let us compute the kinetic $K$ and potential $P$ energies of a deep fluid moving under the force of gravity $g$:

$$K := \frac{1}{2} \int_{\mathbb{R}^2} \int_{-\infty}^{\eta} |u|^2 \, dy \, dx, \quad J = \frac{1}{2} g \int_{\mathbb{R}^2} \eta^2 \, dx.$$ 

According to HAMILTON’s principle [2], the fluid motion has to provide a stationary value to the following action functional

$$S = \int_{t_0}^{t_1} \rho L \, dt, \quad (2.1)$$

where $L$ is the LAGRANGIAN density classically defined as

$$L := K - J.$$

Below in Section 2.2 we shall give another LAGRANGIAN density. We have to keep in mind that the flow is incompressible, i.e.

$$\nabla \cdot u = 0,$$

and on the free surface we also have the kinematic boundary condition that we shall write as

$$\eta_t = \sqrt{1 + |\nabla \eta|^2} \cdot u_n,$$

where $u_n := u \cdot n$ is the normal velocity at the free surface and $n$ is the outer unitary normal vector

$$n = \frac{1}{\sqrt{1 + |\nabla \eta|^2}} \left( -\nabla \eta \right).$$

We have to incorporate these conditions into HAMILTON principle using two LAGRANGE multipliers $\phi = \phi(x, y, t)$ and $\varphi = \varphi(x, t)$:

$$L = K - J + \int_{\mathbb{R}^2} \int_{-\infty}^{\eta} \varphi \nabla \cdot u \, dy \, dx + \int_{\mathbb{R}^2} \left[ \eta_t - \sqrt{1 + |\nabla \eta|^2} \cdot u_n \right] \varphi \, dx.$$ 

By taking the variation of this functional with respect to $u$ and requiring that it vanishes in the fluid bulk we obtain

$$\delta u : \ u - \nabla \phi = 0. \quad (2.2)$$

Consequently, the flow is necessarily irrotational. It is a direct consequence of assumptions made above and the LAGRANGE multiplier $\phi$ is a velocity potential. From KELVIN’s circulation theorem we know that the flow initially irrotational will remain irrotational forever [3]. The variational description of flows with vorticity is out of scope of the present study.

Taking into account (2.2), from now on we can substitute $u = \nabla \phi$ into the LAGRANGIAN density $L$. By applying the GAUSS–OSTROGRADSKY theorem to the LAGRANGIAN density we obtain

$$L = \int_{\mathbb{R}^2} \left[ \varphi \eta_t + u_n \sqrt{1 + |\nabla \eta|^2} \cdot (\varphi - \phi|^{y=\eta}) \right] \, dx - K - J.$$

By taking the variation with respect to the normal velocity $u_n$ we obtain

$$\delta u_n : \ \varphi - \phi|^{y=\eta} = 0.$$ 

Thus, the other LAGRANGE multiplier $\varphi$ is simply the trace of the velocity potential at the free surface, i.e.

$$\varphi(x, t) \equiv \phi(x, y = \eta(x, t), t).$$
Finally, the \( \text{LAGRANGIAN} \) density \( \mathcal{L} \) becomes
\[
\mathcal{L} = \int_{\mathbb{R}^2} \varphi \eta_t \, dx - \mathcal{H}
\]
where \( \mathcal{H} := \mathcal{K} + \int \mathcal{J} \) is the total fluid energy being also the \( \text{HAMILTONIAN} \) of the water wave problem:
\[
\mathcal{H} = \frac{1}{2} \int_{\mathbb{R}^2} \int_{-\infty}^{\eta} |\nabla \phi|^2 \, dx + \frac{1}{2} g \int_{\mathbb{R}^2} \eta^2 \, dx.
\]
The last \( \text{HAMILTONIAN} \) functional was independently rediscovered by \text{Broer} (1974) \cite{9}, then by \text{Miles} (1977) \cite{41} and probably several other researchers.

The evolution equations for canonical variables are
\[
\eta_t = \frac{\delta \mathcal{H}}{\delta \varphi}, \quad \varphi_t = -\frac{\delta \mathcal{H}}{\delta \eta}.
\]
By \( \delta \mathcal{H} \) we denote the variational (G\( \text{\^A} \)TEAUX’s) derivative. In order to compute the \( \text{HAMILTONIAN} \) \( \mathcal{H} \) one has to solve the \( \text{LAPLACE} \) equation
\[
\nabla^2 \phi = 0,
\]
with corresponding boundary conditions:
\[
\phi|_{y=\eta} = \varphi, \quad |\nabla \phi| \to 0, \quad \text{as} \ y \to -\infty.
\]
In general, it is not possible to solve this problem analytically. Consequently, in deep water one uses in practice asymptotic expansions with respect to the small parameter \( \varepsilon \sim \| \nabla \eta \| \sim \alpha_0 \cdot \kappa. \)

\subsection*{2.2. Luke’s Lagrangian formulation}

In 1967 \text{J.C. Luke} proposed to use the following functional \cite{39} (in finite depth case):
\[
\mathcal{L} = \int_{-d}^{\eta} \left[ \phi_t + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{2} \phi_y^2 + g y \right] dy,
\]
where \( d \) is the constant water depth. The action integral is defined in (2.1) as above. Without free surface effects this functional was proposed in 1929 by \text{H. Bateman} \cite{4}. One can easily recognize that the expression under the integral sign is the well-known \( \text{CAUCHY–LAGRANGE} \) integral. In his seminal paper \cite{39} \text{Luke} justified the advantages of this functional over the classical \( \text{LAGRANGIAN} \) \( \mathcal{L} = \mathcal{K} - \mathcal{J} \) described above.

In order to apply the deep water approximation we have to take the limit \( d \to +\infty \). The term \( g y \) is not integrable, so before taking this limit we integrate it over the depth and remove the constant term \( -g \frac{d^2}{2} \) which disappears under the G\( \text{\^A} \)TEAUX derivative operation. As a result, we obtain the following \( \text{LAGRANGIAN} \) density:
\[
\mathcal{L} = \int_{-\infty}^{\eta} \left[ \phi_t + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{2} \phi_y^2 \right] dy \, dx + \frac{1}{2} g \eta^2. \tag{2.3}
\]
In order to recover the water wave problem equations (1.1) – (3.5) in deep water, we write down the \( \text{EULER–LAGRANGE} \) equations corresponding to the functional (2.3):
\[
\delta \phi: \quad \nabla^2 \phi + \phi_{yy} = 0, \\
\delta \phi|_{y=\eta}: \quad \eta_t + \nabla \phi \cdot \nabla \eta - \phi_y = 0, \\
\delta \eta: \quad \phi_t + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{2} \phi_y^2 + g \eta = 0.
\]
\text{Luke’s} variational principle has at least one important advantage over the \( \text{HAMILTONIAN} \) principle: the flow incompressibility (1.1) is incorporated into the variational principle and it does not have to be additionally assumed as a constraint. It appears as one of \( \text{EULER–LAGRANGE} \) equations.
2.3. Relaxed Lagrangian formulation

Recently, two authors of this manuscript proposed a generalization to Luke’s Lagrangian [15]. The so-called ‘relaxed variational principle’ will be extensively used in this study and we proceed to a brief description of the main ideas behind this generalization. Earlier in the literature this method was introduced also under the name of a “motivated Legendre transform” (see e.g. [29] for more details). In this Section we follow closely the broad lines of our previous publication [15].

We would like to introduce more variables into the Luke Lagrangian (2.3) which has the velocity potential \( \phi(x, y, t) \) and free surface elevation \( \eta(x, t) \) in its original form. Let us introduce also explicitly the components of the velocity field \( u = \nabla \phi \) and \( v = \phi_y \) by using two Lagrange multipliers \( \mu \) and \( \nu \):

\[
L = -\varphi \eta_t + \frac{1}{2} g \eta^2 + \int_{-\infty}^{\eta} \left[ \frac{1}{2} (u^2 + v^2) + \mu \cdot (\nabla \phi - u) + \nu (\phi_y - v) \right] dy,
\]

where we took also the term \( \phi_t \) out of the integral sign for the sake of convenience. By applying the Gauss–Ostrogradsky theorem we can rewrite the Lagrangian \( L \) in the following equivalent form:

\[
L = - (\eta_t + \tilde{u} \cdot \nabla \eta - \tilde{v}) \varphi + \frac{1}{2} g \eta^2 + \int_{-\infty}^{\eta} \left[ \frac{1}{2} (u^2 + v^2) - \mu \cdot u - \nu \cdot v - (\nabla \cdot \mu + \nu_y) \phi \right] dy.
\]

The tildes denote the quantities evaluated at the free surface, i.e. \( \tilde{v}(x, t) \) \( \overset{\text{def}}{=} \nu(x, y = \eta(x, t), t) \). The last functional \( L \) is the so-called relaxed variational principle. Let us count the degrees of freedom:

1. \( \eta(x, t) \) is the free surface elevation
2. \( \phi(x, y, t) \) is the velocity potential
3. \( u(x, y, t) \) is the horizontal velocities vector
4. \( v(x, y, t) \) is the vertical velocity
5. \( \mu(x, y, t) \) is the Lagrange multiplier associated to the horizontal velocities
6. \( \nu(x, y, t) \) is the Lagrange multiplier associated to the vertical velocity

So, instead of having two degrees of freedom in the original Luke Lagrangian, the relaxed Lagrangian has six. This extra freedom can be used to derive various approximations which was illustrated in [15].

2.3.1. Lagrange multipliers

For the purposes of the present study we may content with four degrees of freedom by eliminating the Lagrange multipliers \( \mu \) and \( \nu \). Indeed, let us compute the variations of the relaxed Lagrangian with respect to \( u \) and \( v \):

\[
\delta u : \quad u - \mu = 0, \\
\delta v : \quad v - \nu = 0.
\]

This computation gives us also the physical sense of Lagrange multipliers — they are pseudo-velocities, which coincide with physical velocities \( u \) and \( v \) at least in the unconstrained case. Thus, we can substitute \( \mu = u \) and \( \nu = v \) into \( L \) to obtain

\[
L = - (\eta_t + \tilde{u} \cdot \nabla \eta - \tilde{v}) \varphi + \frac{1}{2} g \eta^2 - \int_{-\infty}^{\eta} \left[ \frac{1}{2} (u^2 + v^2) - (\nabla \cdot u + v_y) \phi \right] dy. \tag{2.4}
\]

We shall use extensively this Lagrangian in the rest of this manuscript.
Intermediate conclusions. The variational structure in general (such as HAMILTONIAN or LAGRANGIAN functionals) is important in many respects. First of all, since the full equations (1.1) – (3.5) enjoy this variational structure, we should seek for approximate models which enjoy the same structure and, thus, preserve some sub-set of qualitative properties of the base model. For instance, the HAMILTONIAN formalism [55] allows to simplify asymptotic developments in powers of the nonlinearity parameter $\varepsilon \overset{\text{def}}{=} \frac{\alpha_0}{\lambda}$, which is the wave steepness in the deep water regime. Finally, the HAMILTONIAN formulation allows also to put the problem of hydrodynamic waves in a unified framework of nonlinear waves in various media [54,55]. Thus, methods developed in other fields might be directly transposed to water waves.

3. State of the art

The golden standard in deep water wave modelling is incontestably the cubic ZAKHAROV model used, recently e.g. in [24,32] to study wave (weak) turbulence [56]. These equations are obtained by expanding the HAMILTONIAN in the wave steepness parameter $\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_1 + \mathcal{H}_2 + \ldots$

The cubic ZAKHAROV equations are obtained by truncating this expansion after quartic terms (thus, the governing equations are effectively cubic after taking the variations). This model is weakly nonlinear but it is valid for the whole spectrum of gravity waves. Cubic ZAKHAROV equations are well understood nowadays. Consequently, in the present study we focus on models which do the opposite: on one hand, there are a priori no assumptions on the nonlinearity parameter, on the other hand, we describe waves around certain wavenumber $\kappa$. Let us review the state of the art by following the main steps of [33]. However, below we generalize their computations to the three-dimensional case.

Consider the incompressible EULER equations:

$$\begin{align*}
\nabla \cdot \mathbf{u} + v_y &= 0, \\
\dot{u} + \nabla p &= 0, \\
\dot{v} + p_y + g &= 0,
\end{align*}$$

(3.1)

(3.2)

(3.3)

where $p$ is the fluid pressure and the over dot denotes the total material derivative, i.e.

$$\dot{\cdot} \overset{\text{def}}{=} (\cdot)_t + \mathbf{u} \cdot \nabla (\cdot) + v (\cdot)_y.$$

The governing equations are completed with the following boundary conditions:

$$\begin{align*}
\eta_t + \mathbf{u} \cdot \nabla \eta &= v, \\
p &= p_a, \\
|\mathbf{u}|, |v| &\to 0, \\
y &\to -\infty,
\end{align*}$$

(3.4)

(3.5)

(3.6)

where $p_a$ is the constant atmospheric pressure.

In order to derive an approximate model, KRAENKEL et al. [33] propose to take the following solution ansatz for the EULER equations (3.1) – (3.3):

$$\begin{align*}
\mathbf{u}(x, y, t) &= \mathbf{u}_0(x, t) e^{\kappa y}, \\
v(x, y, t) &= -\frac{1}{\kappa} (\nabla \cdot \mathbf{u}_0) e^{\kappa y}.
\end{align*}$$

(3.7)

From above ansatz it is straightforward to understand the physical sense of the variable $\mathbf{u}_0$ — it is simply the value of the 3D horizontal velocity $\mathbf{u}$ on the surface $y = 0$. Other ansätze will be considered below. Here, $\kappa = \text{const}$ is the wavenumber around which we model water waves in the spectral domain. The vertical velocity ansatz is chosen to satisfy identically the free surface incompressibility (3.1). The velocity fields under a linear periodic wave predicted by this ansatz is represented in Figure 2.
Substituting ansatz (3.7) into the kinematic boundary condition (3.4) we readily obtain the mass conservation equation:

\[ \kappa \eta_t + \nabla \cdot [u_0 e^{\kappa \eta}] = 0. \] (3.8)

In order to derive momentum balance equations, we compute first the material derivatives using ansatz (3.7):

\[
\dot{u} = u_0 t e^{\kappa y} + C e^{2\kappa y},
\]

\[
-\kappa \dot{v} = A e^{\kappa y} + B e^{2\kappa y},
\]

where \(A\), \(B\) and \(C = (C_1, C_2)\) are defined as

\[
A = \nabla \cdot u_0 t,
\]

\[
B = \nabla (\nabla \cdot u_0) \cdot u_0 - (\nabla \cdot u_0)^2,
\]

\[
C_1 = u_2 \frac{\partial u_1}{\partial x_2} - u_1 \frac{\partial u_2}{\partial x_2},
\]

\[
C_2 = u_1 \frac{\partial u_2}{\partial x_1} - u_2 \frac{\partial u_1}{\partial x_1}.
\]

By substituting \(\dot{v}\) into (3.3) and taking into account the boundary condition (3.5), we obtain the pressure distribution in the fluid bulk:

\[
p - p_a = g (\eta - y) + \frac{1}{\kappa^2} \left[ (e^{\kappa y} - e^{\kappa \eta}) \mathcal{A} + \frac{1}{2} (e^{2\kappa y} - e^{2\kappa \eta}) \mathcal{B} \right].
\] (3.9)

Notice that the pressure field \(p\) diverges when \(y \to -\infty\) due to the hydrostatic effects (in agreement with the ARCHIMEDES law). The pressure distribution under a linear periodic wave is shown in Figure 3.

The problem now is to satisfy in some sense equation (3.2) with available expressions for \(\dot{u}\) and \(p\). KRAENKEL et al. proposed the following weak formulation:

\[
\int_{-\infty}^{\eta} \left[ \dot{u} + \nabla p \right] e^{my} dy = 0,
\]

where \(m > 0\) is a modelling parameter to be chosen later. So, the NEWTON law is satisfied in an average sense. The exponential weight function allows to overcome the problem of ARCHIMEDEAN pressure.

**Figure 2.** Vertical structure of the chosen ansatz (3.7) under a simple linear travelling periodic wave: (a) the horizontal and (b) vertical components of the velocity field. The periodic wave amplitude is \(\alpha = 0.2\).
Figure 3. Fluid pressure distribution under a linear travelling wave as predicted by equation (3.9) (a). The right panel (b) shows the dynamic pressure $p_d \equiv p - p_a - g(\eta - y)$ distribution (i.e. without hydrostatic effects). The periodic wave amplitude is $\alpha = 0.2$.

divergence. In order to derive the momentum equation in a conservative form, we shall use the equivalent form:

$$
\int_{-\infty}^{\eta} \dot{u} e^{m y} \, dy + \nabla \left[ \int_{-\infty}^{\eta} p e^{m y} \, dy \right] - p_a e^{m \eta} \cdot \nabla \eta = 0.
$$

After performing all computations we obtain the desired horizontal momentum equation:

$$
e^{(m + \kappa) \eta} m + \kappa \eta_t + \frac{m + \kappa}{m + 2 \kappa} e^{\kappa \eta} \mathcal{C} + \nabla \left[ g \frac{e^{m \eta}}{m^2} - \mathcal{A} \frac{e^{(m + \kappa) \eta}}{\kappa m (m + \kappa)} - \frac{1}{2} \mathcal{B} \frac{e^{(m + 2 \kappa) \eta}}{\kappa m (m + 2 \kappa)} \right] = 0.
$$

Just derived equations (3.8) and (3.10) constitute a closed system which describes the evolution of water waves in deep water.

**Remark 3.1.** In order to make a check of the derivation made above, we shall restrict our attention to the two-dimensional case. Here we can set $u_{01} \sim u$, $u_{02} \sim 0$ and dependent coefficients become:

$$
\mathcal{A} \sim u_x, \quad \mathcal{B} \sim u u_x - u_x^2, \quad \mathcal{C} \sim 0.
$$

Thus, equations (3.8) and (3.10) in 2D become:

$$
\frac{e^{(m + \kappa) \eta}}{m + \kappa} u_t + \frac{g e^{m \eta}}{m^2} - u_x e^{(m + \kappa) \eta} - \frac{u u_x - u_x^2}{\kappa m (m + \kappa)} e^{(m + 2 \kappa) \eta} \frac{e^{(m + 2 \kappa) \eta}}{\kappa m (m + 2 \kappa)} x = 0,
$$

By switching to dimensionless variables ($g \sim 1$, $\kappa \sim 1$) we recover equations (2.18) and (2.20) from [33].

As we saw above, the water wave problem possesses Hamiltonian and Lagrangian variational structures. The question we can ask is whether just derived equations (3.8), (3.10) (which are supposed...
to approximate the full EULER equations) possess at least one of these structures? By looking at equations (3.8), (3.10) the answer is not clear. Even in ‘Conclusion and comments’ Section in [33] the Authors admit that they did not succeed in finding a HAMILTONIAN formulation even for the short wave limit of these equations. We shall propose some fixes to this problem below in Section 3.2.

3.1. Choice of the modelling parameter

In order to derive a physically sound value for the modelling parameter \( m \), we consider the governing equations in 2D and we linearize equations (3.11), (3.12):

\[
\frac{1}{m + \kappa} u_t + \left[ \frac{g}{m} \eta - \frac{1}{\kappa m (m + \kappa)} u_{xx} \right]_x = 0.
\]

It is easy to eliminate the variable \( \eta \) from the above equations to obtain the linear version of the so-called improved BOUSSINESQ equation:

\[
m \kappa u_{tt} - g (m + \kappa) u_{xx} - u_{ttx} = 0.
\]

Then, we look for plane wave solutions of the form:

\[ u(x, t) = a_0 e^{i(kx - \omega t)}. \]

Such solutions exist only if wave frequency \( \omega \) and wavenumber \( k \) are related by the following relation, which is called the dispersion relation:

\[
c_p(k) = \frac{\omega(k)}{k} = \sqrt{\frac{g}{m \kappa + k^2}}.
\]

The ratio \( c_p(k) \) is called the phase velocity. Notice that in the limit \( k \to \kappa \) we obtain

\[
\lim_{k \to \kappa} \frac{\omega(k)}{k} = \sqrt{\frac{g}{\kappa}}.
\]

which coincides with the exact phase velocity of the full EULER equations in deep water. Finally, in order to determine the modelling parameter \( m \) we consider the group velocity:

\[
c_g(k) \defeq \frac{\partial \omega(k)}{\partial k}.
\]

In the limit \( k \to \kappa \) we obtain

\[
\lim_{k \to \kappa} c_g(k) = \frac{m}{m + \kappa} \cdot \sqrt{\frac{g}{\kappa}}.
\]

Now it is straightforward to notice that we recover the exact expression \( c_g(\kappa) = \frac{1}{2} \cdot \sqrt{\frac{g}{\kappa}} \) for deep water EULER equations only if \( m \equiv \kappa \). This is the desired value of the modelling parameter \( m \).

3.2. Variational derivations

In this Section we propose alternative derivations of the model equations similar to (3.8), (3.10), but based on the relaxed variational principle (2.4). Of course, the resulting models obtained through variational derivation might (and actually will) be different from (3.8), (3.10). However, the advantage here is that the LAGRANGIAN structure is preserved by construction.
3.2.1. Weakly compressible ansatz

Consider an ansatz similar to (3.7):

\[ \phi(x, y, t) = \phi_0(x, t) e^{\kappa y}, \quad u(x, y, t) = u_0(x, t) e^{\kappa y}, \quad v(x, y, t) = v_0(x, t) e^{\kappa y}. \] (3.13)

The main difference with (3.7) is that here the vertical velocity approximation \( v_0 \) is kept independent from \( u_0 \) and it will be chosen by the variational principle. Substituting (3.13) into LAGRANGIAN (2.4) and performing exactly all the integrations over the depth, we obtain the following LAGRANGIAN density:

\[
\mathcal{L} = -\left[ \eta_t + (u_0 \cdot \nabla \eta - v_0) e^{\kappa \eta} \right] \phi_0 e^{\kappa \eta} + \frac{1}{2} g \eta^2 \\
- \frac{1}{2 \kappa} \left[ \frac{1}{2} (|u_0|^2 + v_0^2) - (\nabla \cdot u_0 + \kappa v_0) \phi_0 \right] e^{2 \kappa \eta}. \] (3.14)

The governing equations are then obtained by computing variations of this functional:

\[
\delta \phi_0 : \quad \eta_t + (u_0 \cdot \nabla \eta - v_0) e^{\kappa \eta} = \frac{1}{2 \kappa} \left( \nabla \cdot u_0 + \kappa v_0 \right) e^{\kappa \eta}, \\
\delta u_0 : \quad u_0 + \nabla \phi_0 + 4 \kappa \phi_0 \nabla \eta = 0, \\
\delta v_0 : \quad \phi_0 - \frac{1}{2 \kappa} \left( v_0 - \kappa \phi_0 \right) = 0, \\
\delta \eta : \quad (\phi_0 e^{\kappa \eta})_t + \nabla \cdot \left[ \phi_0 u_0 e^{2 \kappa \eta} \right] + g \eta \\
- \left[ \frac{1}{2} (|u_0|^2 + v_0^2) - (\nabla \cdot u_0 + \kappa v_0) \phi_0 \right] e^{2 \kappa \eta} \\
- \kappa \left[ \eta_t + 2 (u_0 \cdot \nabla \eta - v_0) e^{\kappa \eta} \right] \phi_0 e^{\kappa \eta} = 0.
\]

The EULER–LAGRANGE equations turn out to be rather complicated. However, we can learn some lessons nevertheless. The variation \( \delta u_0 \) gives us the connection between the horizontal velocity \( u_0 \) and the velocity potential \( \phi_0 \) (thus, \( u_0 \) can be in principle eliminated from the equations). In particular, one can see that the flow is not irrotational. The variation \( \delta v_0 \) gives us the expression of the vertical velocity \( v_0 = 3 \kappa \phi_0 \) in terms of the velocity potential. The variation with respect to \( \eta \) gives the analogue of the CAUCHY–LAGRANGE integral (i.e. an unsteady BERNOUlli equation). Finally, the variation with respect to \( \phi_0 \) gives us the mass conservation equation and in order to have a conservative form, it is better to reinforce the flow incompressibility, i.e.

\[ \nabla \cdot u_0 + \kappa v_0 \equiv 0. \]

It will be done in the following Section.

3.2.2. Exactly incompressible ansatz

Now we take the same ansatz (3.13), but the vertical velocity approximation \( v_0 \) is chosen in order to satisfy identically the incompressibility condition. It is not difficult to see that this goal can be achieved by taking \( v_0 \equiv -\frac{1}{\kappa} \nabla \cdot u_0 \). In this way we recover ansatz (3.7) proposed by KRAENKEL et al. [33]. Substituting this expression for \( v_0 \) into the LAGRANGIAN density (3.14), we obtain the following slightly more compact density functional:

\[
\mathcal{L} = -\left[ \eta_t + (u_0 \cdot \nabla \eta + \frac{1}{\kappa} \nabla \cdot u_0) e^{\kappa \eta} \right] \phi_0 e^{\kappa \eta} + \frac{1}{2} g \eta^2 \\
- \frac{1}{4 \kappa} \left[ |u_0|^2 + \frac{1}{\kappa^2} (\nabla \cdot u_0)^2 \right] e^{2 \kappa \eta}.
\]
The Euler–Lagrange equations yield the following system:
\[
\begin{align*}
\delta \phi_0 &: \quad \kappa \eta_t + \nabla \cdot (u_0 e^{\kappa \eta}) = 0, \\
\delta u_0 &: \quad \nabla \left( (\nabla \cdot u_0) e^{2\kappa \eta} \right) - \kappa^2 u_0 e^{2\kappa \eta} = 2 \kappa^3 \phi_0 \nabla \eta e^{2\kappa \eta} - 2 \kappa^2 \nabla \left( \phi_0 e^{2\kappa \eta} \right), \\
\delta \eta &: \quad \left( \phi_0 e^{\kappa \eta} \right)_t + \nabla \cdot \left[ \phi_0 u_0 e^{2\kappa \eta} \right] + g \eta \\
&\quad - \kappa \nabla \cdot \left( u_0 e^{\kappa \eta} \right) \phi_0 e^{2\kappa \eta} - \frac{1}{2} \left[ |u_0|^2 + \frac{1}{\kappa^2} (\nabla \cdot u_0)^2 \right] = 0.
\end{align*}
\]

Even if these equations are more compact (than the system we obtained in Section 3.2.1) and the mass conservation coincides exactly with (3.8), still this system seems to be quite complicated. This time, it follows from the variation \(\delta u_0\) that in order to reconstruct the horizontal velocity \(u_0\) from the velocity potential \(\phi_0\), one has to solve an elliptic (vectorial) equation.

Intermediate conclusions. We saw above that the variational method can easily lead to complicated and unamenable equations, even if the latter inherits naturally the variational structure. Consequently, the choice of good ansatz is absolutely crucial for the derivation of an approximate model. In this respect a better ansatz will be proposed below.

4. Alternative deep water ansatz

Let us slightly modify the ansatz (3.13) in the following way: instead of defining all the quantities by their values at \(y = 0\), we shall define them at the free surface \(y = \eta(x, t)\) in accordance with Hamilton’s principle:
\[
\phi(x, y, t) = \phi(x, t) e^{\kappa (y - \eta)} , \quad u(x, y, t) = \tilde{u}(x, t) e^{\kappa (y - \eta)} , \quad v(x, y, t) = \tilde{v}(x, t) e^{\kappa (y - \eta)}. \quad (4.1)
\]

The horizontal and vertical velocities predicted by this ansatz are represented in Figure 4. Notice qualitative similarities with Figure 2. However, the magnitudes of velocities are slightly different.

Substituting the last ansatz into the relaxed variational principle (2.4) and performing exactly all integrations over the vertical coordinate \(y\) yields the following Lagrangian density:
\[
2 \kappa L = 2 \kappa \varphi \eta_t - g \kappa \eta^2 + \frac{1}{2} \left( |\tilde{u}|^2 + \tilde{v}^2 \right) - \tilde{u} \cdot \left( \nabla \varphi - \kappa \varphi \nabla \eta \right) - \kappa \tilde{v} \varphi. \quad (4.2)
\]
The direct comparison with LAGRANGIAN (3.14) shows that just obtained LAGRANGIAN density (4.2) is much simpler. Indeed, in (4.2) we have only cubic nonlinearities at most, while in (3.14) the nonlinearities are of infinite order. Below we shall derive some approximate models from this LAGRANGIAN density in deep water.

4.1. Saint-Venant equations in deep water

The Euler–Lagrange equations for functional (4.2) can be easily obtained:

\[
\begin{align*}
\delta \tilde{u} : & \quad \tilde{u} - \nabla \varphi + \kappa \varphi \nabla \eta = 0, \\
\delta \tilde{v} : & \quad \tilde{v} - \kappa \varphi = 0, \\
\delta \varphi : & \quad 2 \kappa \eta_t + \nabla \cdot \tilde{u} - \kappa \tilde{v} + \kappa \tilde{u} \cdot \nabla \eta = 0, \\
\delta \eta : & \quad 2 \kappa g \eta + 2 \kappa \varphi_t + \kappa \nabla \cdot (\varphi \tilde{u}) = 0.
\end{align*}
\]

The first two variations show that our approximation (4.1) is exactly irrotational in the sense that we have

\[ u \equiv \nabla \phi, \quad v \equiv \partial_y \phi. \]

The substitution of the first two relations in the last two yield the following system:

\[
\begin{align*}
\eta_t + \frac{1}{2} \kappa^{-1} \nabla^2 \varphi - \frac{1}{2} \kappa \varphi &= \frac{1}{2} \varphi \left[ \nabla^2 \eta + \kappa |\nabla \eta|^2 \right], \\
\varphi_t + g \eta &= -\frac{1}{2} \nabla \cdot \left[ \varphi \nabla \varphi - \kappa \varphi^2 \nabla \eta \right].
\end{align*}
\]

The last system was called the generalized Klein–Gordon equations (gKG) since its linearization coincides with the classical Klein–Gordon equation. The reasons why these equations can be considered as the analogue of nonlinear shallow water (or Saint-Venant [20]) equations in deep water are explained in [15]. The gKG equations were extensively studied in [21]. In particular, it was shown that these equations possess the canonical symplectic (Hamiltonian) and multi-symplectic structures additionally to the variational structure incorporated into the LAGRANGIAN density (4.2). Moreover, it was shown numerically that gKG equations may develop waves with an angular point at the crest as it is known since G. Stokes in the case of periodic travelling waves [47]. We note also that Kraenkel et al. [33] also obtained some indications for the existence of peaked travelling waves in their model in the limit of small aspect ratio waves.

**Remark 4.1.** If we look for periodic linear travelling waves of the form

\[
\eta(x, t) = \alpha \cos(kx - \omega t),
\]

then the dispersion relation will be

\[
c_p(k) = \frac{\omega(k)}{k} = \sqrt{\frac{1}{2} g k^2 + \kappa^2 \kappa^2}. \]

In particular, one can see that for \( k = \kappa \) the phase and group velocities coincide with the exact values given by linearized Euler equations.

4.2. Serre equations in deep water

The next model of interest can be obtained if we impose the free surface impermeability as a constrain, i.e.

\[ \tilde{v} = \eta_t + \tilde{u} \cdot \nabla \eta. \]

By substituting this expression for \( \tilde{v} \) into LAGRANGIAN density (4.2), we obtain the following functional:

\[
2 \kappa \mathcal{L} = (\kappa \eta_t + \nabla \cdot \tilde{u}) \varphi - \kappa g \eta^2 + \frac{1}{2} |\tilde{u}|^2 + \frac{1}{2} (\eta_t + \tilde{u} \cdot \nabla \eta)^2.
\]
The Euler–Lagrange equations give us the following relations among dependent variables:

\[ \delta \tilde{u} : \tilde{u} + (\eta_t + \tilde{u} \cdot \nabla \eta) - \nabla \varphi = 0, \quad (4.3) \]

\[ \delta \varphi : \kappa \eta_t + \nabla \cdot \tilde{u} = 0, \quad (4.4) \]

\[ \delta \eta : \eta_{tt} + \kappa \varphi_t + 2 \kappa g \eta + (\tilde{u} \cdot \nabla \eta)_t + \nabla \cdot (\eta_t \tilde{u}) + \nabla \cdot [\nabla \cdot (\tilde{u} \cdot \nabla \eta)] = 0. \quad (4.5) \]

The variation \( \delta \varphi \) shows that our approximation turns out to be exactly incompressible (since \( \frac{\delta L}{\delta \varphi} = 0 \) is equivalent to \( \nabla \cdot u + v_y = 0 \)). Notice that we did not require this condition at the level of ansatz (4.1). It is the Hamilton variational principle which gives this property automatically in this particular case. On the other hand, the approximation is not exactly irrotational. To linear approximation equations (4.3) – (4.5) yield an improved linear Boussinesq equation:

\[ (\nabla^2 - \kappa^2) \eta_{tt} + 2 g \kappa \nabla^2 \eta = 0. \]

This Boussinesq equation admits travelling plane wave solutions with the dispersion relation

\[ c_p(k) = \sqrt{\frac{2 g \kappa}{k^2 + \kappa^2}}. \]

Again, it is not difficult to see that for \( k = \kappa \) we obtain the exact values of the phase and group velocities given by linear Euler equations. Notice, that to linear approximation the model (4.3) – (4.5) derived in this Section coincides with the model proposed by Kraenkel et al. [33] (see also Section 3 above) if the modelling parameter \( m \) is chosen in the optimal way, i.e. \( m = \kappa \). In [15] equations (4.3) – (4.5) were named the deep water Serre equations (and this name was properly motivated). The existence of singular (i.e. peaked) travelling waves was also shown in [15].

4.2.1. Evolution equations

The governing equations (4.3) – (4.5) may appear complicated to the reader. The main problem with the formulation given above is that equations are not written in an evolutionary form of a system of PDEs with time derivatives separated from other terms. We can recast equations (4.3) – (4.5) in a more amenable form. In order to obtain a compact form of equations (4.3) – (4.5), first we are going to expand them:

\[ \tilde{v} \equiv \eta_t + \tilde{u} \cdot \nabla \eta = \frac{\eta_t + \nabla \varphi \cdot \nabla \eta}{1 + |\nabla \eta|^2} \equiv \tilde{u} \cdot \nabla \eta - \kappa^{-1} \nabla \cdot \tilde{u}, \]

\[ \tilde{u} = \nabla \varphi - \tilde{v} \nabla \eta = \frac{\nabla \varphi - \eta_t \nabla \eta + |\nabla \eta|^2 \nabla \varphi - \nabla \varphi \cdot \nabla \eta}{1 + |\nabla \eta|^2} \]

\[ 0 = \kappa \eta_t + \nabla \cdot \tilde{u}, \]

\[ 0 = 2 \kappa g \eta + \kappa \varphi_t + \tilde{v}_t + \nabla \cdot (\tilde{v} \tilde{u}). \]

The last equation gives us a hint that the right evolution variable is

\[ \tilde{q} := \nabla (\varphi + \kappa^{-1} \tilde{v}) = \tilde{u} + \tilde{v} \nabla \eta + \kappa^{-1} \nabla (\tilde{u} \cdot \nabla \eta) - \kappa^{-2} \nabla (\nabla \cdot \tilde{u}). \]

We can notice that \( \nabla (\nabla \cdot \tilde{u}) \) can be seen as an application of the operator matrix \( \nabla \otimes \nabla \) to the vector \( \tilde{u} \), i.e.

\[ \tilde{q} = \left[ \mathbb{I} - \kappa^{-2} \nabla \otimes \nabla \right] \tilde{u} + \tilde{v} \nabla \eta + \kappa^{-1} \nabla (\tilde{u} \cdot \nabla \eta), \]

\[ = D^{-1} \tilde{u} \]
where \( \mathbb{I} \) denotes the identity operator. Finally, the system of evolution equations can be written as

\[
\begin{align*}
\kappa \eta_t + \nabla \cdot D \cdot \mathring{q} &= \nabla \cdot D \cdot \left[ \mathring{v} \nabla \eta + \kappa^{-1} \nabla (\mathring{u} \cdot \nabla \eta) \right], \\
\mathring{q}_t + 2g \nabla \eta &= -\kappa^{-1} \left( \nabla \otimes \nabla \right) \cdot (\mathring{v} \mathring{u}).
\end{align*}
\]

These equations have to be supplemented by two algebro-differential relations:

\[
\begin{align*}
\mathring{v} &= \mathring{u} \cdot \nabla \eta - \kappa^{-1} \nabla \cdot \mathring{u}, \\
\mathring{u} &= D \cdot \left[ \mathring{q} - \mathring{v} \nabla \eta - \kappa^{-1} \nabla (\mathring{u} \cdot \nabla \eta) \right].
\end{align*}
\]

The pseudo-differential operator \( D = \left[ \mathbb{I} - \kappa^{-2} \nabla \otimes \nabla \right]^{-1} \) can be easily computed in the Fourier space:

\[
\hat{D} = \left[ \mathbb{I} - \kappa^{-2} \mathbf{k} \otimes \mathbf{k} \right]^{-1},
\]

where \( \mathbf{k} = (k_1, k_2) \) is the vector of wavenumbers. Otherwise, one has to invert an elliptic operator numerically as it is custom in the numerical analysis of classical SERRE equations [23].

**Open problem.** By analogy to the classical SERRE–GREEN–NAGHDI equations the canonical HAMILTONIAN structure for deep water SERRE equations (4.6), (4.7) does not probably exist. The Authors of the present manuscript did not succeed to find even a non-canonical HAMILTONIAN formulation which should exist in principle. Consequently, it remains an open problem so far. However, we succeeded to find the multi-symplectic formulation for deep water SERRE-type equations.

### 4.3. Multi-symplectic formulation

The history of multi-symplectic formulations can be traced back to V. VOLterra (1890) who generalized HAMILTONIAN equations for variational problems involving several variables [49, 50]. Later these ideas were developed in 1930’s [19, 37, 51]. Finally, in 1970’s this theory was geometrized by several mathematical physicists [27, 30, 34, 35] similarly to the evolution of symplectic geometry from the ideas of J.-L. LAGRANGE [36, 45]. In our study we will be inspired by modern works on multi-symplectic PDEs [7, 40]. Recently this theory has found many applications to the development of structure-preserving integrators [8, 11, 22, 42].

Here we give the multi-symplectic structure for deep water SERRE equations in the case of one spatial horizontal dimension \( x_1 \equiv x \) (and, thus, \( \mathring{u} \equiv \mathring{u}_1 \)) for the sake of notation compactness. The generalization to the case of two horizontal dimensions is straightforward. The general form of multi-symplectic equations (with one spatial variable) is

\[
M \cdot z_t + K \cdot z_x = \nabla_z S(z),
\]

where \( z \in \mathbb{R}^d \) is the vector of state variables and \( M, K \in \text{Mat}_{d \times d}(\mathbb{R}) \) are some skew-symmetric matrices. It is not difficult to check that for deep water SERRE equations (4.3) – (4.5) (in 1D) it is sufficient to take

\[
\begin{align*}
z &= \begin{pmatrix} \varphi, \eta, \mathring{u}, \gamma, \beta, \mathring{v} \end{pmatrix}, \\
S(z) &= -g \kappa \eta^2 + \beta (\mathring{u} \mathring{v} - \gamma) + \frac{1}{2} (\mathring{u}^2 - \mathring{v}^2),
\end{align*}
\]

and the skew-symmetric matrices \( M \) and \( K \) are defined as

\[
M \overset{\text{def}}{=} \begin{pmatrix} 0 & -\kappa & 0 & 0 & 0 & 0 \\ \kappa & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad K \overset{\text{def}}{=} \begin{pmatrix} 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}.
\]
Equation (4.8) can be rewritten in the component-wise form for the sake of clarity:

\[-\kappa \eta_t - \tilde{u}_x = 0,\]
\[\kappa \varphi_t + \tilde{v}_t + \gamma_x = -2 g \kappa \eta,\]
\[\varphi_x = \tilde{u} + \beta \tilde{v},\]
\[-\eta_x = -\beta,\]
\[0 = \gamma - \tilde{u} \tilde{v},\]
\[-\eta_t = -\tilde{v} + \beta \tilde{u}.\]

Now it is straightforward to check by making substitutions that equation (4.8) is indeed equivalent to the deep Serre equations (4.3) – (4.5). The generalization to the 2D case is straightforward.

**Remark 4.2.** The multi-symplectic structure for classical (i.e. shallow water) one layer Serre–Green–Naghdi equations was recently reported in [13]. Later this structure was generalized to the case of interfacial waves between two layers (with rigid lid approximation) in [17].

5. Discussion

Above we presented several approximate models in deep water regime and now we outline the main conclusions and perspectives of the present study.

5.1. Conclusions

In the present article first we discussed the most popular variational structures for the water wave problem in the deep water regime. Then, we assumed that the flow has an exponential profile in the vertical coordinate, which allowed us to derive some known and some new approximate models in deep water. The governing equations possess \(\kappa\)-dependent coefficients, where \(\kappa\) is the dominant wave number that we try to describe in the physical domain. This property is quite usual for models describing the modulation of wave trains. However, in models we consider this property appears without introducing any envelopes. Whenever it was possible, the underlying variational structure of these equations was discussed. Of course, the best strategy to preserve this structure is to derive approximations using variational methods [15]. For instance, one can expand the Hamiltonian functional in powers of some order parameter and truncate this expansion after a few terms [56] or one can choose an ansatz for the flow, impose additional constraints, substitute everything into the Lagrangian density and perform simplifications [16]. The governing equations will be given by taking the variations of this functional with respect to all dependent variables. No matter which method is chosen, it is absolutely crucial to work and simplify the Hamiltonian or Lagrangian functionals instead of working with individual PDEs. In this study we illustrated also the weaknesses of the variational method. Indeed, a ‘bad’ ansatz may lead to cumbersome and unamenable equations which have a variational structure, but nevertheless we do not really want to work with such model equations. Only the simultaneous application of the variational method to a ‘good’ ansatz can yield new and practically useful approximate models.

5.2. Perspectives

Above we discussed mainly the modelling issues and we emphasized on the importance of the preservation of variational structure while deriving approximate models. However, these equations can be solved analytically only in rare special situations. Consequently, in the rest of cases we apply numerical numerical methods to solve these equations and we did not cover this topic in the present publication. For variational integrators in general we can refer to [38]. However, these integrators are much better understood in the ODE (i.e. symplectic) case. Some of the models given in this publication possess also the multi-symplectic formulation as well. The corresponding multi-symplectic numerical methods are available as well [8]. The general problem which exists in structure preserving numerical methods is to
understand how symmetry and structure preservation affect usual properties of numerical methods (such as consistency, accuracy and stability) [12, 14]. Of course, the quest for new interesting ansätze in deep water together with physically sound constraints has to be pursued.
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