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A new class of high-order numerical methods for approximating nonlinear conservation laws is described (entropy viscosity method). The novelty is that a nonlinear viscosity based on the local size of an entropy production is added to the numerical discretization at hand. This new approach does not use any flux or slope limiters, applies to equations or systems supplemented with one or more entropy inequalities and does not depend on the mesh type and polynomial approximation. Various benchmark problems are solved with finite elements, spectral elements and Fourier series to illustrate the capability of the proposed method.

1. Introduction

Solving non-linear hyperbolic systems of conservation laws with high accuracy is a challenging task because high-order methods are known to produce spurious oscillations in shocks. There exists a large class of methods to solve these problems quite efficiently, but to the best of our knowledge all rely at some point on limiters to avoid spurious oscillations. Developing limiters in two and higher space dimension on unstructured meshes with arbitrary polynomial degree is a highly non-trivial task. The theoretical understanding of the stability and convergence of these nonlinear methods is currently limited to uniform grids and scalar equations in one space dimension, see for example [20,22,27,33,34]. A true two-dimensional non-oscillatory reconstruction which could be applied to arbitrary unstructured meshes (without any additional post processing) seems to be available only in the piecewise linear case, see [5,18], and extensions to higher degree polynomial reconstructions do not seem to be evident.

We describe in this paper a new way of generating high-order numerical approximations for nonlinear conservation laws. We avoid the use of limiters and non-oscillatory reconstructions by adding a degenerate nonlinear dissipation to the numerical discretization of the equation or system at hand. The viscosity coefficient is based on the local size of an entropy production. Scalar conservation equations have many entropy pairs and most physical systems have at least one entropy function satisfying an auxiliary entropy inequality. The entropy satisfies a conservation equation only in the regions where the solution is smooth and satisfies an inequality in shocks; this inequality then becomes a selection principle for the physically relevant solution. The amount of violation of the entropy equation is called entropy production. The main idea that we are going to use is that there is a large entropy production in strong shocks (actually it can be proved in simple cases that the...
term missing in the entropy inequality to make it an equality is a Dirac measure supported in the shocks). By making the numerical diffusion to be proportional to the entropy production, we add a large numerical dissipation in the shock regions and almost no dissipation in the regions where the solution remains smooth. This simple idea is mesh and approximation independent and can be applied to equations or physical systems that are supplemented with an entropy inequality. This technique has already been shown to be efficient in one space dimension for solving nonlinear conservation laws with Fourier expansions [12].

The paper is organized as follows. The entropy viscosity method for solving scalar conservation laws is described in detail in Section 2. Implementation details for finite elements, spectral elements, and Fourier expansions are also given. Numerical convergence tests on the linear transport equation in one and two-space dimensions are reported in Section 3. The capability of the method to solve nonlinear scalar conservation equations with convex and non-convex fluxes is illustrated in Section 4. An extension of the entropy viscosity method to solve the Euler equations is described in Section 5. All along the paper we emphasize that the method only weakly on the space approximation by using different numerical discretizations such as Lagrange finite elements, Fourier expansions, and spectral elements. The numerical results show that this new approach is robust and performs very well in all the considered test cases.

2. Scalar conservation laws

We give in this section a detailed description of the entropy viscosity method for scalar-valued conservation laws.

2.1. The model problem

Let \( \Omega \) be an open connected domain in \( \mathbb{R}^d \). We consider the equation

\[
\partial_t u(x,t) + \nabla \cdot f(u(x,t)) = 0, \quad x \in \Omega, t > 0, \tag{2.1}
\]

subject to the initial condition \( u|_{t=0} = u_0 \) and appropriate boundary conditions. In some cases we will solve the Cauchy problem (restricted to a bounded domain) and in other cases we will specify the corresponding boundary conditions. It is well known that the Cauchy or the initial boundary value problem has an unique entropy solution (see [17,3]) which satisfies an additional set of differential inequalities

\[
\partial_t E(u) + \nabla \cdot F(u) \leq 0 \tag{2.2}
\]

for any pairs \( E(u) \) and \( F(u) \) such that \( E \) is convex and \( F(u) = \int E(u) \gamma'(u) du \). The function \( E \) is called entropy and \( F \) is the associated entropy flux. The most well known pairs are the Kružkov’s pairs generated by \( \{ E_c(u) := |u - c|, c \in \mathbb{R} \} \). For convex fluxes (i.e., if \( f \) is convex) in one space dimension it is known that one entropy pair, for example the one generated by \( E(u) = \frac{1}{2} u^2 \), is enough to select the unique entropy solution, see for example [6,25].

2.2. The entropy viscosity method

We assume in this section to have at hand a fully centered non-limited, possibly unstable, numerical method for solving nonlinear conservation equations. We are going to construct a nonlinear entropy viscosity to stabilize this method.

Let \( u_h(\cdot,t) \) be the numerical approximation of the exact solution \( u \) at time \( t \). The entropy viscosity method is constructed along the following lines:

- Given an entropy pair \( (E,F) \), define the entropy residual:

\[
D_h(x,t) = \partial_t E(u_h(x,t)) + \nabla \cdot F(u_h(x,t)), \quad x \in \Omega, t > 0. \tag{2.3}
\]

- Use this residual to define a viscosity, say \( v_E \):

\[
v_E(x,t) := c_E h^2(x) R(D_h(x,t)) \|E(u_h) - \bar{E}(u_h)\|_{\infty,\Omega}, \tag{2.4}
\]

where \( h(x) \) is the local mesh size at \( x \in \Omega, \bar{E} \) is the space-averaged value of the entropy, \( c_E \) is a tunable constant and \( R \) is a positive functional that remains to be specified. Since \( D_h \) is expected to oscillate, and this is especially true if a shock develops since \( D_h \) approximates a Dirac measure in this case, the simplest functional that one can use to avoid negative values is \( R(D_h) = |D_h| \). Introducing the scaling coefficient \( h^2(x) \) together with the normalizing term \( \|E(u_h) - \bar{E}(u_h)\|_{\infty,\Omega} \) gives to \( v_E \) the dimension of a viscosity.

- Introduce an upper bound to the entropy viscosity:

\[
v_{\text{max}}(x,t) := c_{\text{max}} h_{\text{max}}(x) \max_{y \in V_x} |f'(u(y,t))|. \tag{2.5}
\]

Here \( V_x \) is a yet to be defined neighborhood of \( x \), \( f'(u,y,t) \) is the local wave speed (recall \( \nabla f(u) = f(u) \nabla u \)). When using finite differences on a one-dimensional uniform grid, setting \( c_{\text{max}} = \frac{1}{2} \) corresponds to replacing the centered differences by first-order upwind differences which are known to be monotone. Note that the quantity \( h(x) \) used in (2.4) may differ from \( h_{\text{max}}(x) \) which is used in (2.5), which is indeed the case when we use spectral finite elements, see Section 2.4.
Define the entropy viscosity:
\[ v_h := S(\min(\lambda_{\text{max}}, \psi_E)), \]
where \( S \) is a yet to be defined smoothing operator that depends on the space approximation.

Augment the discrete form of the conservation law (2.1) with the dissipation term \(-\nabla (v_h \nabla u_h)\) and make the viscosity explicit.

In order to further describe the entropy viscosity method, we have to specify the numerical discretization. Implementation details, especially concerning suitable definitions of the functional \( R \) and the operator \( S \), depend on the numerical approximation. Our implementations of the method for finite elements, spectral elements, and Fourier expansions are described hereafter.

The above method is simple to implement, but simplicity has a price and the price paid here is the introduction of two tunable constants \( c_1 \) and \( c_{\text{max}} \). In practice these two constants are tuned by testing the method on a coarse grid. For any given problem, the tuning is done quickly once and for all on a coarse mesh. Details on the tuning procedure are reported in Section 2.7.

Remark 2.1. The idea of using the entropy to design numerical methods for nonlinear conservation equations is not new. For instance it is shown in [2,28] that the entropy production can be used an a posteriori error indicator and therefore useful for adaptive strategies. The main originality of the work presented here is that we directly use the entropy production to construct an artificial viscosity.

Remark 2.2. Using a residual to construct a viscosity is not a new idea, we refer to [13,15,31] where it is the residual of the conservation equation which is used. Although the residual of the conservation equation (2.1) is a good error indicator, it is far less robust than the entropy residual (2.2) since consistency requires that the residual converges to zero in the distribution sense as the mesh-size goes to zero. In other words, the equation residual must eventually vanish almost everywhere, whereas the entropy residual converges to a Dirac measure supported in the shocks, and it is in this sense that we mean that the entropy residual is more robust than the residual of the conservation equation.

2.3. Finite element approximation

We call a mesh \( T_h \) a subdivision of \( \Omega \) into disjoint elements \( K \) such that \( \Omega = \bigcup_{K \in T_h} \overline{K}, \overline{\Omega} \) and \( \overline{\Omega} \) are the closure of \( \Omega \) and \( K \), respectively. The mesh is assumed to be affine to avoid unnecessary technicalities, i.e., \( \Omega \) is assumed to be a polygon in two space dimensions or a polyhedron in three space dimensions. We suppose that we have at hand a family of meshes \( \{ T_h \}_{h>0} \) and that this family is shape-regular and each mesh is conforming.

For each mesh \( T_h \) we define a continuous approximation space as follows:
\[ X_h = \{ v_h \in C^0(\Omega); \forall K \in T_h, v_h|_K \in P_k \}, \]
where \( \phi_k \) maps the reference element \( \hat{K} \) to the element \( K \) and \( P_k \) is a vector space composed of polynomials defined over \( \hat{K} \). We assume that \( \phi_k \in P_k \), where \( P_k \) denotes the set of polynomials of total degree at most \( k \geq 1 \).

For each \( K \in T_h \) we define the following quantities:
\[ h_k = \text{the smallest edge of } K, \]
\[ R(D_h(x,t)) := \|D_h\|_{\infty,K}, \quad \forall x \in K, \]
\[ v_h|_K := c_1 h_k^{\gamma} \frac{\|D_h\|_{\infty,K}}{\|\Phi(u_h) - \Phi(U_h)\|_{\infty,\Omega}}. \]

The viscosity \( v_h \) is thus piecewise constant. In the finite element framework it is natural to set \( V_h := K \ni x \) and \( h_{\text{max}}(x) = h_K \), so that
\[ v_{\text{max}}|_K = c_{\text{max}} h_k^{\gamma} \frac{\|\Phi'(u)\|_{\infty,K}}{\|\Phi(u_h) - \Phi(U_h)\|_{\infty,\Omega}}. \]

Whenever an infinity norm over \( K \) is invoked, the norm is approximated by evaluating the maximum of the quantity in question over the quadrature Gauss points in \( K \). The viscosity \( v_h \) is obtained by setting \( S = I \) (i.e., no smoothing is applied) so that
\[ v_h = \min(v_{\text{max}}, v_E). \]

Finally the solution method is based on the Galerkin formulation of the stabilized equation, that is
\[ \int_{\Omega} (\partial_t u_h + \nabla \cdot (u_h)) v_h \, dx + \sum_{K} v_h \int_{K} \nabla u_h \cdot \nabla v_h \, dx = 0, \quad \forall v_h \in X_h. \]

Details on the time stepping are given in Section 2.6.
2.4. Spectral element approximation

When using the spectral element method we assume that the mesh \( T_h \) is composed of segments, quadrilaterals or hexahedrons in one, two and three space dimensions, respectively. Each mesh cell \( K \) is the image by a map \( g_K \) of the reference element \( K = (-1,1)^d \), where \( d \) is the space dimension. The approximation \( u_h \) is continuous in space and \( u_h|_K \circ g_K \in \mathcal{Q}_k \), where \( \mathcal{Q}_k \) is the space of the polynomials of degree at most \( k \geq 2 \) in each variable. The spectral element shape functions are the Lagrange polynomials based on the \( k+1 \) Gauss–Lobatto–Legendre (GLL) points in 1D and are tensor products thereof in higher space dimension. The quadrature are also based on the GLL points so that the interpolation and quadrature points coincide. As a result, the mass matrix is diagonal. Details can be found in [7].

Since the distance between GLL points may have large variations over one element it is suitable to use a local value of the distance \( h(x) \) to the element. This is defined to be

\[
\begin{align*}
\quad \delta h(x) := & \min_{x_j \in \mathcal{Q}_{k+1}} |x_j - x|, \quad \forall x \in \mathcal{Q}_{k+1}; \\
R(D_h(x_j, t)) := & |D_h(x_j, t)|, \quad \forall x_j \in \mathcal{Q}_{k+1}, \quad \forall t > 0; \\
\quad v_h(x_j, t) := & c h^d(x_j) |D_h(x_j, t)|/\|E(u_h) - E(u_h)\|_{\infty, \Omega}, \quad \forall x_j \in \mathcal{Q}_{k+1}, \quad \forall t > 0.
\end{align*}
\]

The maximum viscosity is defined by setting \( V_h = K \delta h(x) \) and \( h_{\text{max}}(x) = h_K \). The maximum viscosity is piecewise constant over each element and defined to be

\[
\max_{x_j \in \mathcal{Q}_{k+1}} \left[ f \left( u_h(x_j, t) \right) \right]
\]

Numerical experiments show that using \( S = I \) leaves some small oscillations when the polynomial degree \( k \) is large. These residual oscillations can be removed by slightly smoothing the viscosity. Smoothing of the viscosity may be theoretically justified [1] and is introduced to remedy the fact that the computation of the viscosity is explicit, i.e., the computation of the entropy viscosity lags in time. Smoothing is done over each element on the GLL mesh. For instance, again in two-space dimensions the operator \( S \) is defined as follows at the interior points \( (x_j)_{j=1, \ldots, K-1} \):

\[
S(\phi)(x_j) = \frac{1}{8} \left( \phi(x_{j-1}) + \phi(x_{j+1}) + \phi(x_{j-1}) + \phi(x_{j+1}) + 4 \phi(x_j) \right).
\]

A similar formula is used at the boundary points assuming symmetry; for instance, whenever the value \( \phi(x_{j+1}) \) (resp. \( \phi(x_{j-1}) \)) does not exist, \( j \in \{0, K\} \), it is then replaced by \( \phi(x_{j+1}) \) (resp. \( \phi(x_{j-1}) \)). Note that when applied to functions showing point to point oscillations with two different values, such formula provide the mean value constant function.

2.5. Fourier approximation

We now extend the work done in [12] and show how the method can be used with Fourier expansions in two and higher space dimensions.

We assume that the computational domain \( \Omega \) is the cube \((0,1)^d\) or an affine image thereof and the solution is \( \Omega \) periodic. Let \( N \geq 1 \) be a positive integer and set \( h = (2N)^{-1} \). A Fourier approximation

\[
\begin{align*}
\quad u_h = & \sum_{|k|_\infty \leq N} \hat{u}_k(t) \exp(2i\pi k \cdot x), \\
\quad \hat{u}_k = & \hat{u}_k, 
\end{align*}
\]

to (2.1) is defined by solving

\[
\partial_t u_h + \nabla \cdot (P_h \mathbf{f}(u_h)) = \nabla \cdot (P_h (\nabla u_h \nabla u_h)), \quad u_h(0, \mathbf{x}) = P_N u_0,
\]

where \( P_h \) is the \( L^2 \)-projection onto the trigonometric polynomials of degree at most \( N \). The \( L^2 \)-projection of nonlinear terms is evaluated using a pseudo-spectral method and the \( \frac{1}{2} \) padding rule for de-aliasing.

Let \( \{x_i\} \) be the set of collocation points in the physical space: \( x_i = h_l \mathbf{l} := (\ell_1, \ldots, \ell_d) \in \mathbb{N}^d, 0 \leq \ell_i \leq 2N - 1 \). Then we set

\[
\begin{align*}
\quad h(x) := & h, \quad \forall x, \\
\quad R(D_h(x_j, t)) := & |D_h(x_j, t)|, \quad \forall x_j \in \mathcal{Q}_{k+1}; \\
\quad v_h(x_j, t) := & c h^d(x_j) |D_h(x_j, t)|/\|E(u_h) - E(u_h)\|_{\infty, \Omega}, \quad \forall x_j \in \mathcal{Q}_{k+1}, \quad \forall t > 0.
\end{align*}
\]

To evaluate the maximum viscosity we set \( h_{\text{max}}(x) = h \) and denote by \( V_h \) the set of \((2s + 1)^d\) collocation points contained in the cube centered at \( x \) and of side \( 2sh \), (in practice we take \( s = 3 \)) and we set

\[
\max_{x_j \in V_h} \left( f \left( u_h(x_j, t) \right) \right)
\]

Finally we set \( v_h(x) = S(\min(v_{\text{max}}, v_h)) \) where \( S \) is the \( d \)-dimensional variant of smoothing operator defined in (2.18).
2.6. Details on the time-stepping

Even though other time stepping methods could be considered (like BDF2 or higher), we assume from now on that the advancement in time is done by means of an explicit Runge–Kutta method identified by the following Butcher tableau:

\[
\begin{array}{cccc}
0 & c_2 & c_3 & \vdots & c_s \\
\end{array} \begin{array}{c}
a_{21} \\
a_{31} & a_{32} \\
\vdots & \vdots \\
a_{s1} & a_{s2} & \cdots & a_{sj-1} \\
b_1 & b_2 & \cdots & b_{s-1} & b_s \\
\end{array}
\]

(2.25)

Remark 2.3. All the tests reported in this paper have been done using either the standard explicit RK4 method or the SSP RK3 method, see [10]; the corresponding Butcher tableaux are shown in Table 2.1.

Let \( \Delta t \) be the time step. Let \( u^n_h, u^{n-1}_h \), etc. be the approximations of the solution at times \( t_n, t_{n-1} \), etc. We define the values of the entropy function: \( E^n_h := E(u^n_h), E^{n-1}_h := E(u^{n-1}_h) \), etc. The next task consists of evaluating the entropy residual. There are many ways to do that. If the time step is constant, one possible option consists of setting:

\[
D_h = \frac{1}{2\Delta t} (3E_h^n - 4E_h^{n-1} + E_h^{n-2}) + \mathbf{f}'(u_h^n) \cdot \nabla E(u_h^n).
\]

(2.26)

This is an explicit evaluation of the entropy residual at time \( t_n \) where the time derivative \( \partial_t E(u_h(x,t)) \) is replaced by the second-order backward finite difference (a similar formula can be deduced if the time step is not constant). Since this is a second-order evaluation of the entropy residual at \( t_n \), the entropy viscosity is \( \mathcal{O}(h^2 \Delta t^2) \) if the solution is smooth, i.e., the induced viscosity is fourth-order if \( P_t \) approximation is used in space. Whether \( D_h \) is only a first-order approximation of \( D(u_h(x,t)) \) for \( t \in [t_n, t_{n+1}] \) does not matter since the error thus made in smooth regions is \( \mathcal{O}(h^2 \Delta t^3) \). In the vicinity of shocks and sharp fronts, the error made in \( \mathcal{O}(h \Delta t) \) which is still fine since in these regions the \( \mathcal{O}(h) \) viscosity make the method first-order accurate anyway. They are many other consistent ways of constructing \( D_h \); in particular \( D_h \) can also be evaluated on the fly by embedding the computation between the Runge–Kutta substeps.

Then, the next step consists of evaluating the viscosities \( v_E \) and \( v_{\text{max}} \), which depend on the tunable coefficients \( c_E \) and \( c_{\text{max}} \). These coefficients depend of the time-marching technique and of the space approximation method, but are independent of time step \( \Delta t \) and the mesh-size, see Section 2.7.

Once the entropy viscosity field \( v_h \) is available, we define the operator \( F_h : L^1(\Omega) \times \mathbb{R} \rightarrow X_h \) so that \( F_h(v,t) \) solves the following problem

\[
\int_\Omega F_h(v,t)w_h \, dx = - \sum_{k \in T_h} \int_k (w_h \nabla \cdot \mathbf{f}(v(x,t)) + v_h \nabla \cdot \nabla w_h) \, dx, \quad w_h \in X_h.
\]

(2.27)

Computing \( F_h \) amounts to solving a mass matrix problem. This is trivial when the mass matrix is diagonal, which is the case for the Fourier and the spectral element method; in any case it is always an easy task. The time consuming part of the algorithm consists of computing the right-hand side of (2.27).

We then recursively compute

\[
\begin{aligned}
k_1 &= F_h(u^n_h, t_n), \\
k_2 &= F_h(u^n_h + a_{21} \Delta t k_1, t_n + c_2 \Delta t), \\
\vdots \\
k_i &= F_h(u^n_h + a_{i1} \Delta t k_1 + a_{i2} \Delta t k_2 + \cdots + a_{ij-1} \Delta t k_{j-1}, t_n + c_i \Delta t) \\
\end{aligned}
\]

(2.28)

and the solution at \( t_{n+1} := t_n + \Delta t \) is \( u^{n+1}_h = u^n_h + \Delta t \sum_{i=1}^s b_i k_i \).

Table 2.1

| Butcher tableau for the explicit SSP RK3 (left) and RK4 (right) methods that are used. |
|----------------------------------|----------------------------------|
| 0 | 1 | 1 | 1 |
| 1 | 1 | 2 | 1 |
| 1 | 2 | 1 | 1 |
| 1 | 3 | 1 | 1 |
| 1 | 4 | 1 | 1 |

2.7. Tuning of $c_E$ and $c_{\text{max}}$

The strategy which is systematically adopted to set the coefficients $c_E$ and $c_{\text{max}}$ is the following. First, we set $c_E = \infty$ so that only the first-order viscosity is active: $v_0 = v_{\text{max}}$. Then the coefficient $c_{\text{max}}$ is tuned to be as small as possible so that the computed solution is smooth and the time marching is stable. A typical range is $c_{\text{max}} \in [0.15, \frac{1}{2}]$. For instance, assuming that the space dimension is one and $F(u) = \beta u \text{w}_{\epsilon}$ (i.e., linear transport), if the transport term is approximated with uniform centered second-order finite differences, setting $c_{\text{max}} = \frac{1}{2}$ is exactly equivalent to first-order up-winding. More precisely, assume that $\beta \geq 0$ so that $\nabla F(u) = \beta \partial_x u$ and approximate $\partial_x u$ using the upwind finite difference, then

$$\nabla \cdot F(u)(x_i) \approx \beta \frac{u_{i+1} - u_{i-1}}{h} = \beta \frac{u_{i+1} - u_{i-1}}{2h} - \frac{1}{2} |\beta|h \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2}.$$ 

This equality indeed proves that the centered second-order finite difference plus a diffusion of order $2$ is exactly equivalent to first-order up-winding. Our experience is that $c_{\text{max}} = \frac{1}{2}$ is always a good first guess. Once $c_{\text{max}}$ is chosen, set $c_E = 1$ and then reduce the value of $c_E$ as much as possible until the solution is on the verge of loosing smoothness or stability. A typical range is $c_E \in [0.1,1]$. For any given problem, the tuning is done quickly once and for all on a very coarse mesh.

3. Linear conservation laws

In this section we evaluate the convergence properties of the entropy viscosity method on the scalar-valued linear transport equation:

$$\partial_t u + \mathbf{b} \cdot \nabla u = 0, \quad u|_{t=0} = u_0, \quad u|_{\partial\Omega} = 0,$$

where $\mathbf{b}$ is a smooth vector field, $\mathbf{n}$ is the unit outward normal vector at the boundary, $\partial\Omega^- = \{x \in \partial\Omega | n(x) \cdot \mathbf{b}(x) < 0\}$ is the inflow boundary. We assume that $u_0$ and the vector field $\mathbf{b}$ are smooth enough to guaranty well-posedness of the problem in a reasonable setting.

One can define an entropy for the linear transport equation in many ways, for instance one can set $E_h(u_h) := \int_{\Omega} u_h^p$, $p \geq 1$. Henceforth we choose $E_h(u_h) = \frac{1}{2} u_h^2$.

3.1. Linear transport in 1D

We test the convergence properties of the method with respect to the mesh size in one space dimension by using the spectral element method in space. The time marching is done with the explicit RK4 method so that the error induced by the time discretization is significantly smaller than the error with respect to space discretization.

3.1.1. Model problem and discretization

The domain is $\Omega = (0,1)$ and the model problem is

$$\partial_t u + \partial_x u = 0, \quad u \text{ periodic}, \quad u(x,0) = u_0(x), \quad x \in \Omega.$$ 

The transport velocity is equal to unity ($\beta = 1$) and the boundary conditions are periodic. The exact solution is $u(x,t) = u_0(x-t)$.

We use polynomials of degree $k = 1, \ldots, 8$. To avoid super-convergence phenomena the size of each cell is chosen randomly under the constraint that the maximum size ratio over the mesh is 2.

3.1.2. Convergence tests

We start with the initial data $u_0(x) = \sin(4\pi x)$, which implies that the exact solution is infinitely smooth in this case. For each polynomial degree $k = 1, \ldots, 8$, we perform four computations up to $t = 1$ on meshes composed of $80/k$, $160/k$, $320/k$, and $640/k$ cells. For all the tests reported hereafter the viscosity coefficients are $c_{\text{max}}(k) = 0.1/k$ and $c_E = 1$.

Let $T_h$ and $T_{h/2}$ be two consecutive meshes and let $e_n, e_{h/2}$ be some errors measured in some norm on these meshes; we call convergence rate with respect to the mesh size the ratio $\log (e_n/e_{h/2})/\log (2)$. For the smooth initial data considered here, we observe that both the Galerkin and the entropy viscosity solutions have optimal convergence order $O(h^2)$, $r = \min(k+1,4)$ due to the use of a RK4 scheme, independently of the $L^p$-norm.

We now consider a non-smooth initial data: $u_0(x) = 1$ if $|x - \frac{1}{2}| \leq \frac{1}{4}$ and $u_0(x) = 0$ otherwise. The solution is only in $BV(\Omega)$ and in $H^{\frac{1}{2}}(\Omega)$, $\epsilon > 0$. Therefore, the theoretically best approximation orders with respect to the mesh size in $L^1$ and in $L^2$ are 1 and $\frac{1}{2}$, respectively. The observed convergence rates for this problem are reported in Table 3.1. The symbol Gal labels the results for the Galerkin solution (no viscosity, $c_{\text{max}} = c_E = 0$). The symbol Vis labels the results for the first-order viscosity solution ($c_E = \infty$). The symbol Ent. labels the results obtained for the entropy viscosity method.

We observe that the entropy viscosity solution has a higher convergence rate than both the Galerkin and the first-order viscosity solution in the $L^1$-norm. The Galerkin and entropy solutions show similar rates in the $L^2$-norm, which of course are higher than that of the first-order viscosity. The convergence rates of the entropy viscosity solution converge to the theoretical limits 1 and $\frac{1}{2}$ in the $L^1$- and $L^2$-norm as $k$ grows, respectively.
3.1.3. Long time integration

We now test the behavior of the method when the final time is large. The domain is still $X = (0,1)$ and the transport problem is the same as above but the initial data is now

$$u_0(x) = \begin{cases} e^{-300(2x-0.3)^2} & \text{if } |2x - 0.3| \leq 0.25, \\ 1 & \text{if } |2x - 0.9| \leq 0.2, \\ \left(1 - \frac{(2x-1.6)^2}{0.2^2}\right)^{1/2} & \text{if } |2x - 1.6| \leq 0.2, \\ 0 & \text{otherwise}. \end{cases} \quad (3.3)$$

This test case is documented in [30]. We compute the solution at $t = 100$, i.e., the domain has been traversed 100 times, and we use polynomial degrees $k = 2, \ldots, 8$. The mesh is composed of $200/k$ cells so that the total number of degrees of freedom is 200. The numerical results are shown in Fig. 3.1.

The Galerkin solution is shown in the left panel. The solution in the center panel is computed by using the constant first-order viscosity $\nu_{\max} = c_{\max} h$. The entropy solution is shown in the right panel. This test shows that the Galerkin solutions is very oscillatory and unusable for any practical purpose. The first-order viscous solution is almost constant. The viscosity has dampened the large scale features of the solution and the approximate solution is close to the space average of $u_0$. The entropy solution is qualitatively superior to both the Galerkin and the first-order viscous solution. We observe that the higher the polynomial degree the more accurate is the approximation.

3.1.4. Comparison with linear stabilization

Many linear stabilization techniques are known to be very effective for solving the linear transport equation, (see e.g., subgrid viscosity [11], edge stabilization [4,8], Discontinuous Galerkin). All these methods are known to give near optimal convergence order $O(h^{k + \frac{1}{2}})$. We now illustrate how the entropy viscosity method compares with one of these method on the above one-dimensional transport problem with initial data (3.3). The linear stabilization method which is used is the edge stabilization (the coefficient multiplying the edge stabilization term is 0.05); the choice of the method is not important since they all have the same convergence properties. The mesh distribution is random so that the size ratio of two consecutive mesh cells can be at most 3. Randomness is introduced to limit super-convergence phenomena.

We show the results at time $t = 1$ in the left panel of Fig. 3.2 and the results at time 100 in the right panel. The dot-dashed line is the exact solution, the solid line is the entropy viscosity solution, and the dashed line is the edge stabilized solution. At $t = 1$ the edge stabilized solution under-shoots and over-shoots; this is the well-known Gibbs phenomenon. The amplitude of these under-shoots and over-shoots is constant and bounded away from zero irrespective of the mesh size. The entropy viscosity solution does not suffer from this problem. At $t = 100$ the edge stabilized solution suffers from over dissipation when compared to the entropy viscosity solution.

The provisional conclusion one is lead to draw from this simple test is that linear stabilized methods may be slightly superior to the entropy viscosity method in terms of accuracy since they can be proved to be $O(h^{k + \frac{1}{2}})$ accurate, but these methods

---

Table 3.1

<table>
<thead>
<tr>
<th>Norm</th>
<th>Method</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$P_5$</th>
<th>$P_6$</th>
<th>$P_7$</th>
<th>$P_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$</td>
<td>Gal.</td>
<td>0.42</td>
<td>0.59</td>
<td>0.62</td>
<td>0.74</td>
<td>0.85</td>
<td>0.80</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>Vis.</td>
<td>0.51</td>
<td>0.54</td>
<td>0.54</td>
<td>0.55</td>
<td>0.56</td>
<td>0.58</td>
<td>0.58</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Ent.</td>
<td>0.70</td>
<td>0.77</td>
<td>0.83</td>
<td>0.88</td>
<td>0.91</td>
<td>0.84</td>
<td>0.91</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>$L^2$</td>
<td>Gal.</td>
<td>0.31</td>
<td>0.40</td>
<td>0.39</td>
<td>0.47</td>
<td>0.49</td>
<td>0.49</td>
<td>0.46</td>
<td>0.54</td>
</tr>
<tr>
<td>Vis.</td>
<td>0.26</td>
<td>0.27</td>
<td>0.27</td>
<td>0.28</td>
<td>0.28</td>
<td>0.29</td>
<td>0.28</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Ent.</td>
<td>0.37</td>
<td>0.39</td>
<td>0.41</td>
<td>0.45</td>
<td>0.46</td>
<td>0.45</td>
<td>0.46</td>
<td>0.52</td>
<td></td>
</tr>
</tbody>
</table>

---

Fig. 3.1. Long time integration, $t = 100$, for polynomial degrees $k = 2, \ldots, 8$, #d.o.f. = 200. Galerkin (left); Constant viscosity (center); Entropy viscosity (right).
are clearly inferior to the entropy viscosity method when it comes to solving non-smooth problems, which is the main topic of this paper. Actually we have observed that when applied to some nonlinear conservation equations with non-convex fluxes linear stabilization methods give solutions that converge to weak solutions that violate the entropy condition whereas the entropy viscosity method converges to the correct solution, (see for instance the non-convex flux proposed in [(3)]\cite{16} and [Section 3.1]\cite{19}).

Remark 3.1. The computation reported in Fig. 3.2 have been done with $P_1$ finite elements and RK4. The algorithm is stable up to CFL = 1.5. The entropy viscosity has been computed as follows:

$$D_h|_{(x_i,x_{i+1})} = \max \left( \frac{\Delta E(x)_i}{\Delta t} + \frac{E(u_i^n(x_{i+1})) - E(u_i^n(x))}{h_{i+\frac{1}{2}}} \right) \left( \frac{\Delta E(x)_{i+1}}{\Delta t} + \frac{E(u_{i+1}^n(x_{i+1})) - E(u_{i+1}^n(x))}{h_{i+\frac{1}{2}}} \right),$$

$$\Delta E(x) := \frac{3E(u_i^n(x)) - 4E(u_{i+1}^n(x)) + E(u_{i+2}^n(x))}{2\Delta t}, \quad h_{i+\frac{1}{2}} := |x_{i+1} - x_i|,$$

$$\mu_h|_{(x_i,x_{i+1})} = \max \left( c_{\text{max}} h_{i+\frac{1}{2}}, c_E h_{i+\frac{1}{2}} D_h|_{(x_i,x_{i+1})} / \max_j |E(x) - E| \right), \quad c_{\text{max}} = \frac{1}{2}, c_E = \frac{1}{4},$$

$$E = \sum_i \frac{h_{i+\frac{1}{2}}}{2} (E(u_i^n(x_i)) + E(u_{i+1}^n(x_i))) / \sum_i h_{i+\frac{1}{2}}.$$

3.2. Linear transport in 2D

We now illustrate the method in two space dimensions. The domain is $\Omega = \{(x,y) \in \mathbb{R}^2, \sqrt{x^2 + y^2} \leq 1\} := B(0,1)$, and the model problem is a solid rotation about the origin with angular speed $2\pi$

$$\partial_t u + \mathbf{b} \cdot \nabla u = 0, \quad u|_{t=0} = u_0,$$

where $\mathbf{b} = 2\pi(-y,x)$. The exact solution is $u(x,y) = u_0(\rho \cos(\theta - 2\pi t), \rho \sin(\theta - 2\pi t))$, where $\rho = \sqrt{x^2 + y^2}$ and $\theta = \arctan(y/x)$ are the cylindrical coordinates.

3.2.1. Finite element approximation

The method is implemented using the explicit RK4 time stepping. Space approximation is done using $C^0$ triangular finite elements $P_1$ and $P_2$. The meshes are unstructured and are created using a frontal Delaunay mesh generator [29]. The mass matrix problems are solved using GMRES preconditioned with thresholded ILU (k). For all the test reported in this section the control parameters of the entropy viscosity are $c_{\text{max}} = 0.1/k$ and $c_E = 0.5$.

The accuracy with respect to space is evaluated by considering the smooth solution to (3.8) generated by the initial condition $u_0(x,y) = \frac{1}{2} \left( 1 - \tanh \left( \frac{x^2 + y^2}{\rho^2} - 1 \right) \right)$, with parameters $a = 0.3, r_0 = 0.4$.

The test are done up to $t = 1$ on seven meshes with typical mesh size $h = 0.2, 0.1, 0.05, 0.025; 0.0125$, $0.01, 0.00625$. The errors measured in the $L^1$- and $L^2$-norms are reported in Table 3.2 for the $P_1$ approximation and in Table 3.3 for $P_2$ approximation. The notation is the same as in Section 3.1.2. We observe that the $P_1$ approximation is second-order both in the $L^1$- and $L^2$-norms. We also observe that the $P_2$ approximation is only second-order both in the $L^1$- and $L^2$-norms, i.e., the $P_2$ approximation is slightly suboptimal. Actually, since the entropy–viscosity perturbation vanishes when the solution is smooth, the entropy viscosity method reduces to the Galerkin method for smooth solutions; as a result, the entropy viscosity
solution is at most as accurate as the Galerkin approximation when the exact solution is smooth. We observe in Table 3.3 that indeed the $P_2$ Galerkin approximation is second-order. This phenomenon is well-known to be induced by grid non-uniformity; third-order can be restored by using uniform grids.

We now focus our attention on a non-smooth solution. We consider a problem corresponding to the initial data $u_0(x, y) = \frac{1}{2} \left( 1 - \tanh \left( \frac{(x-r_0)^2 + y^2}{a^2} - 1 \right) \right)$, with parameters $a = 0.3$, $r_0 = 0.4$. The errors are measured at time $t = 1$. We observe that the Galerkin method and the entropy viscosity method converge similarly with respect to the mesh size $h$ and with respect to polynomial degree $k$. The $L^1$-norm of the error on the Galerkin solution is shown in the left panel of Fig. 3.3 as a function of the mesh size $h$ for various polynomial degrees $k$. The $L^1$-norm of the error on the entropy solution

<table>
<thead>
<tr>
<th>Table 3.2</th>
<th>Rotating transport with smooth solution, $P_1$ approximation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>$P_1$ Ent.</td>
</tr>
<tr>
<td>2.00E-1</td>
<td>3.61E-1</td>
</tr>
<tr>
<td>1.00E-1</td>
<td>1.32E-1</td>
</tr>
<tr>
<td>5.00E-2</td>
<td>2.73E-2</td>
</tr>
<tr>
<td>2.50E-2</td>
<td>5.13E-3</td>
</tr>
<tr>
<td>1.25E-2</td>
<td>1.01E-3</td>
</tr>
<tr>
<td>1.00E-2</td>
<td>6.36E-4</td>
</tr>
<tr>
<td>6.25E-3</td>
<td>2.38E-4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.3</th>
<th>Rotating transport with smooth solution, $P_2$ approximation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>$P_2$ Ent.</td>
</tr>
<tr>
<td>2.00E-1</td>
<td>7.08E-2</td>
</tr>
<tr>
<td>1.00E-1</td>
<td>2.11E-2</td>
</tr>
<tr>
<td>5.00E-2</td>
<td>4.63E-3</td>
</tr>
<tr>
<td>2.50E-2</td>
<td>1.14E-3</td>
</tr>
<tr>
<td>1.25E-2</td>
<td>3.10E-4</td>
</tr>
<tr>
<td>1.00E-2</td>
<td>1.95E-4</td>
</tr>
<tr>
<td>6.25E-3</td>
<td>7.78E-5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.4</th>
<th>Rotating transport with non-smooth solution, $P_1$ approximation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>$P_1$ Ent.</td>
</tr>
<tr>
<td>2.00E-1</td>
<td>7.00E-2</td>
</tr>
<tr>
<td>1.00E-1</td>
<td>5.15E-2</td>
</tr>
<tr>
<td>5.00E-2</td>
<td>2.78E-2</td>
</tr>
<tr>
<td>2.50E-2</td>
<td>1.63E-2</td>
</tr>
<tr>
<td>1.25E-2</td>
<td>9.77E-3</td>
</tr>
<tr>
<td>1.00E-2</td>
<td>8.24E-3</td>
</tr>
<tr>
<td>6.25E-3</td>
<td>5.83E-3</td>
</tr>
</tbody>
</table>

3.2.2. Spectral element approximation

The two-dimensional transport problem (3.8) is now investigated using the spectral element method in the square domain $\Omega = (-1, 1)^2$. The mesh is uniform and composed of identical square elements. The integration in time is done using the explicit RK4 scheme. The control parameters of the entropy viscosity are $c_e = 2$ and $c_{\max} = 0.05/k$ where we recall that $k$ is the degree of the polynomial approximation.

The accuracy with respect to space is evaluated by considering the smooth solution to (3.8) generated by the initial condition $u_0(x, y) = \frac{1}{2} \left( 1 - \tanh \left( \frac{(x-r_0)^2 + y^2}{a^2} - 1 \right) \right)$, with parameters $a = 0.3$, $r_0 = 0.4$. The errors are measured at time $t = 1$. We observe that the Galerkin method and the entropy viscosity method converge similarly with respect to the mesh size $h$ and with respect to polynomial degree $k$. The $L^1$-norm of the error on the Galerkin solution is shown in the left panel of Fig. 3.3 as a function of the mesh size $h$ for various polynomial degrees $k$. The $L^1$-norm of the error on the entropy solution
is shown in the right panel of Fig. 3.3 as a function of the polynomial degree $k$ for various mesh-sizes. The test confirms again that the entropy viscosity vanishes for smooth solutions and thus preserves spectral accuracy.

We now test the behavior of the method on the non-smooth solution generated by the initial data $u_0(x,y) = \chi_{B(0,a)}(\sqrt{(x - r_0)^2 + y^2})$ with parameters $a = 0.3$, $r_0 = 0.4$, where $\chi_{B(0,a)}$ denotes the characteristic function of the ball of radius $a$ centered at the origin. The errors are measured at time $t = 1$. We show in Fig. 3.4 the $L^1$-norm of the error for both the Galerkin solution (left panel) and the entropy viscosity solution (right panel) as a function of the mesh-size for various polynomial degrees. The convergence rate of the Galerkin solution is approximately $\frac{1}{2}$ whereas it is close to optimality, i.e., 1, for the entropy viscosity solution.

Table 3.5
Rotating transport with non-smooth solution, $P^2$ approximation.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$P^2$ Ent. $L^1$</th>
<th>Rate</th>
<th>$L^2$</th>
<th>Rate</th>
<th>$P^2$ Gal. $L^1$</th>
<th>Rate</th>
<th>$L^2$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00E-1</td>
<td>4.34E-2</td>
<td>-</td>
<td>1.09E-1</td>
<td>-</td>
<td>7.65E-2</td>
<td>-</td>
<td>1.27E-1</td>
<td>-</td>
</tr>
<tr>
<td>1.00E-1</td>
<td>2.38E-2</td>
<td>0.87</td>
<td>7.32E-2</td>
<td>0.58</td>
<td>5.02E-2</td>
<td>0.61</td>
<td>7.78E-2</td>
<td>0.71</td>
</tr>
<tr>
<td>5.00E-2</td>
<td>1.37E-2</td>
<td>0.80</td>
<td>5.57E-2</td>
<td>0.39</td>
<td>3.46E-2</td>
<td>0.54</td>
<td>5.80E-2</td>
<td>0.42</td>
</tr>
<tr>
<td>2.50E-2</td>
<td>8.04E-3</td>
<td>0.77</td>
<td>4.25E-2</td>
<td>0.39</td>
<td>2.54E-2</td>
<td>0.44</td>
<td>4.59E-2</td>
<td>0.34</td>
</tr>
<tr>
<td>1.25E-2</td>
<td>4.67E-3</td>
<td>0.78</td>
<td>3.24E-2</td>
<td>0.39</td>
<td>1.89E-2</td>
<td>0.43</td>
<td>3.69E-2</td>
<td>0.31</td>
</tr>
<tr>
<td>1.00E-2</td>
<td>3.94E-3</td>
<td>0.76</td>
<td>2.98E-2</td>
<td>0.37</td>
<td>1.72E-2</td>
<td>0.43</td>
<td>3.41E-2</td>
<td>0.35</td>
</tr>
<tr>
<td>6.25E-3</td>
<td>2.72E-3</td>
<td>0.79</td>
<td>2.48E-2</td>
<td>0.39</td>
<td>1.44E-2</td>
<td>0.38</td>
<td>2.90E-2</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Fig. 3.3. Convergence tests with spectral element approximation on smooth solution. Left: Galerkin solution; $L^1$-norm of error versus mesh size $h$ for various polynomial degrees $k$. Right: Entropy viscosity solution; $L^1$-norm of error versus $k$ for various mesh-sizes $h$.

Fig. 3.4. Convergence tests with the spectral element approximation on the non-smooth solution. $L^1$-norm of the error vs. $h$ for various $k$. Left: Galerkin. Right: Entropy viscosity.
4. Non-linear conservation laws

The purpose of this section is to evaluate the accuracy of the entropy viscosity method when solving non-linear scalar conservation equations.

4.1. Inviscid burgers equation

We consider the inviscid Burgers equation in two space dimensions

\[ \partial_t u + \nabla \cdot \left( \frac{1}{2} u^2 \mathbf{v} \right) = 0, \tag{4.1} \]

where \( \mathbf{v} = (1, 1) \) is a constant vector field, subject to the following initial condition

\[ u(x, y, 0) = u_0(x, y) = \begin{cases} -0.2 & \text{if } x < 0.5 \text{ and } y > 0.5, \\ -1 & \text{if } x > 0.5 \text{ and } y > 0.5, \\ 0.5 & \text{if } x < 0.5 \text{ and } y < 0.5, \\ 0.8 & \text{if } x > 0.5 \text{ and } y < 0.5. \end{cases} \tag{4.2} \]

The exact solution to this problem for \( t > 0 \) is as follows:

\[ u(x, y, t) = \begin{cases} -0.2 & \text{if } x < \frac{1}{2} - \frac{3t}{5} \text{ and } y > \frac{1}{2} + \frac{2t}{5}, \\ 0.5 & \text{otherwise}, \\ -1 & \text{if } \frac{1}{2} - \frac{3t}{5} < x < \frac{1}{2} - \frac{4t}{5} \text{ and } y > -\frac{8t}{15} + \frac{15t}{28} - \frac{15t^2}{28}, \\ 0.5 & \text{otherwise}, \\ -1 & \text{if } \frac{1}{2} - \frac{4t}{5} < x < \frac{1}{2} + \frac{t}{2} \text{ and } y > -\frac{x}{6} + \frac{5}{12} - \frac{5t}{28}, \\ 0.5 & \text{otherwise}, \\ -1 & \text{if } \frac{1}{2} + \frac{t}{2} < x < \frac{1}{2} + \frac{4t}{5} \text{ and } y > \frac{x}{15} (x + t - \frac{1}{2})^2, \\ 0.5 & \text{otherwise}, \\ -1 & \text{if } x > \frac{1}{2} + \frac{4t}{5} \text{ and } y > \frac{1}{2} - \frac{t}{6}, \\ 0.5 & \text{otherwise}. \end{cases} \tag{4.3} \]

The entropy pair that we choose for this problem is \( (E(u) = \frac{1}{2} u^2, F(u) = \frac{1}{2} u^3 v) \). The solution is computed at \( t = 0.5 \) to facilitate comparisons with [5,14].

4.1.1. Inviscid Burgers/finite elements

The entropy viscosity solution is computed in \( \Omega = (0, 1)^2 \) with \( P_1 \) and \( P_2 \) finite elements using \( c_{\text{max}} = 0.4/k \) and \( c_E = 1 \). The initial data is shown in the left panel of Fig. 4.1. The \( P_1 \) entropy viscosity solution computed on a mesh composed of \( 3 \times 10^6 \) nodes is shown in the right panel of Fig. 4.1. The shocks are very well captured.

---

![Fig. 4.1. Burgers test case. Left: Initial data. Right: \( P_1 \) approximation at \( t = 0.5 \), \( 3 \times 10^6 \) nodes.](image-url)
Errors and convergence rates are displayed in Table 4.1 for the $P_1$ and $P_2$ approximations. As expected, the convergence rates in the $L^1$- and $L^2$-norms are close to the optimal values $1$ and $\frac{1}{2}$, respectively.

4.1.2. Inviscid Burgers/Fourier approximation

We now test the entropy viscosity method on the inviscid Burgers equation with Fourier expansions.

The computational domain is extended to $\Omega = (0.2)^2$ and the initial data is extended by symmetry with respect to the axes $\{x = 0\}$ and $\{y = 1\}$ by setting

$$\tilde{u}_0(x, y) = \begin{cases} u_0(x, y) & \text{if } (x, y) \in (0, 1)^2, \\ u_0(x, 2 - y) & \text{if } (x, y) \in (0, 1) \times (1, 2), \\ u_0(2 - x, y) & \text{if } (x, y) \in (1, 2) \times (0, 1), \\ u_0(2 - x, 2 - y) & \text{if } (x, y) \in (1, 2) \times (1, 2). \end{cases}$$

This extension makes the problem periodic.

The standard explicit RK4 scheme is used for the time approximation and the time-step is chosen such that the CFL number equals 0.2. The control parameters of the entropy viscosity are $c_{\text{max}} = 0.5$ and $c_E = 8$. For every collocation point $x$, the neighborhood $V_x$ which is used to define the maximum local wave speed is composed of the $7 \times 7$ collocation points contained in the cube centered at $x$ and of side $6h$. The smoothing operator $S$ is realized by doubling the $5$ grid-points average, so that $13$ grid-points are eventually involved in the averaging. These local treatments do not have significant effects on the results, especially on the $L^1$- and $L^2$-norm of error. The effect is rather qualitative and noticeable only in the eye-ball norm.

The computations have been done with trigonometric polynomials of degree $N = \{36, 72, 144, 288\}$. When taking into account the de-aliasing $\frac{1}{2}$-rule and the extension of the domain, this gives $24^2$, $48^2$, $96^2$ and $192^2$ grid-points in the region $(0, 1)^2$.

The numerical errors measured in the $L^1$- and $L^2$-norms together with the corresponding convergence rates are displayed in Table 4.2. As expected, the convergence rates are close to $1$ and $\frac{1}{2}$ in the $L^1$- and $L^2$-norms, respectively. We have observed that these quantitative results are unchanged if no de-aliasing and no local averaging of the entropy viscosity is done.

The distribution of entropy viscosity computed at $t = 0.5$ for $N = 144$ and $N = 288$ is shown in Fig. 4.2 (96$^2$ and 192$^2$ grid-points in the region $(0, 1)^2$, respectively). It is remarkable that the viscosity focuses very well in the shocks. Note that the slight smearing of the viscosity across the shocks is mainly due to the local averaging discussed before. Sharper and more focused viscosity fields can be obtained by removing the smoothing with no significant impact on the convergence rates.

4.2. KPP rotating wave/spectral elements

We now turn our attention to nonlinear scalar conservation equations with non-convex fluxes. We consider the following two-dimensional scalar conservation equation

$$\partial_t u + \nabla \cdot f(u) = 0, \quad f(u) = \begin{cases} (\sin u, \cos u), & u(x, y, 0) = \begin{cases} \frac{3.5\pi}{4}, & x^2 + y^2 < 1, \\ \frac{0.25\pi}{4}, & \text{otherwise}. \end{cases} \end{cases}$$

The local velocity is $f'(u) = (\cos u, -\sin u)$. This test was proposed in [19] and is challenging to many high-order numerical schemes because the solution has a two-dimensional composite wave structure. For example central-upwind schemes based on WENO5, Minmod 2 and SuperBee reconstructions fail in this test case; see [19] for details.

Table 4.1
Convergence tests, inviscid Burgers. Left: $P_1$ approximation. Right: $P_2$ approximation.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$P_1$</th>
<th>Rate</th>
<th>$P_2$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^2$</td>
<td>$L^1$</td>
<td>$L^2$</td>
<td>$L^1$</td>
</tr>
<tr>
<td>5.00E–2</td>
<td>2.36E–1</td>
<td>–</td>
<td>9.37E–2</td>
<td>–</td>
</tr>
<tr>
<td>2.50E–2</td>
<td>1.76E–1</td>
<td>0.42</td>
<td>4.99E–2</td>
<td>0.91</td>
</tr>
<tr>
<td>1.25E–2</td>
<td>1.28E–1</td>
<td>0.46</td>
<td>2.60E–2</td>
<td>0.94</td>
</tr>
<tr>
<td>6.25E–3</td>
<td>9.36E–2</td>
<td>0.45</td>
<td>1.36E–2</td>
<td>0.94</td>
</tr>
<tr>
<td>3.12E–3</td>
<td>6.75E–2</td>
<td>0.47</td>
<td>6.98E–3</td>
<td>0.96</td>
</tr>
<tr>
<td>1.56E–3</td>
<td>5.05E–2</td>
<td>–</td>
<td>5.25E–2</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4.2
Convergence tests, inviscid Burgers. Fourier approximation.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Rate</th>
<th>$L^2$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.35E–2</td>
<td>1.92E–2</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.13E–2</td>
<td>9.99E–3</td>
<td>0.94</td>
<td>7.28E–2</td>
</tr>
<tr>
<td>1.05E–3</td>
<td>5.34E–3</td>
<td>0.89</td>
<td>5.41E–2</td>
</tr>
<tr>
<td>5.24E–3</td>
<td>2.79E–3</td>
<td>0.95</td>
<td>3.80E–2</td>
</tr>
</tbody>
</table>

The entropy viscosity solution is computed using spectral elements and the entropy pair:

$$E(u) = \frac{1}{2} u^2, \quad F(u) = (u \sin u + \cos u, u \cos u - \sin u).$$

The control parameters of the entropy viscosity are $c_E = 40$ and $c_{\max} = 0.8/k$. The local smoothing of the viscosity is done through averaging over the closest five Gauss–Lobatto-Legendre points using the trapezoidal rule (2.18).

Iso-contours of the solution computed at $t = 1$ are shown in Fig. 4.3. The spectral element solution shown in the left panel has been computed using polynomials of degree $k = 4$ on a uniform mesh composed of 96^2 spectral elements. The solution shows the expected rotating composite wave structure. The spectral element solution is compared with the $P_2$ entropy viscosity solution computed on a triangular mesh composed of 29857 $P_2$ nodes (center panel), and an adaptive WENO5/Minmod 1 solution from [19] on a Cartesian grid $\Delta x = \Delta y = 1/100$ (right panel).

The time marching is done with the SSP RK3 method, see [10]. (The results do not depend on the time marching technique though.) The control parameters of the entropy viscosity are $c_{\max} = 0.5/k$ and $c_E = 40$.

The entropy viscosity solution is computed using spectral elements and the entropy pair: $E(u) = \frac{1}{2} u^2$, $F(u) = (u \sin u + \cos u, u \cos u - \sin u)$. The control parameters of the entropy viscosity are $c_E = 40$ and $c_{\max} = 0.8/k$. The local smoothing of the viscosity is done through averaging over the closest five Gauss–Lobatto-Legendre points using the trapezoidal rule (2.18).

Iso-contours of the solution computed at $t = 1$ are shown in Fig. 4.3. The spectral element solution shown in the left panel has been computed using polynomials of degree $k = 4$ on a uniform mesh composed of 96^2 spectral elements. The solution shows the expected rotating composite wave structure. The spectral element solution is compared with the $P_2$ entropy viscosity solution computed on a triangular mesh composed of 29857 $P_2$ nodes (center panel), and an adaptive WENO5/Minmod 1 solution from [19] on a Cartesian grid $\Delta x = \Delta y = 1/100$ (right panel).

The ratio $\nu_E/\nu_{\max}$ computed by the spectral element method on two grids, 48^2 and 96^2 elements with $k = 4$, is shown in Fig. 4.4. As expected, dissipation is added in the shock region only and the ratio $\nu_E/\nu_{\max}$ saturates to 1 in this region.

4.3. Buckley–Leverrett equation with gravity/finite elements

We consider the Buckley–Leverrett equation with gravitational effects in the $y$-direction

$$\partial_t u + \nabla \cdot f(u) = 0 \quad u(x,y,0) = \begin{cases} 1.0, & x^2 + y^2 < 0.5; \\ 0.0, & \text{otherwise}. \end{cases}$$

(4.6)

where $f(u) = \left( \frac{-u^2}{|y^2+1-y^2|}, \frac{y^2(1-5x-1+y^2)}{|y^2+1-y^2|} \right)$. This example is considered in [16,5]. Again, the main difficulty of this problem is that the flux is non convex and the solution contains a two-dimensional composite wave structure.

The entropy viscosity solution computed at $t = 0.5$ with $P_2$ finite elements on a triangular mesh composed of 66957 $P_2$ nodes is shown in the left panel of Fig. 4.5. The time marching is done with the SSP RK3 method, see [10]. (The results do not depend on the time marching technique though.) The control parameters of the entropy viscosity are $c_{\max} = 0.5/k$ and $c_E = 40$. Please cite this article in press as: J.-L. Guermond et al., Entropy viscosity method for nonlinear conservation laws, J. Comput. Phys. (2011), doi:10.1016/j.jcp.2010.11.043
5. Euler equations of gas dynamics

We extend in this section the entropy viscosity method to the gas dynamics of perfect gases.

5.1. The Euler equations

We consider the Euler equations for a perfect gas in conservative form (see, e.g., [21]):

\[ \partial_t \mathbf{c} + \nabla \cdot \mathbf{f}(\mathbf{c}) = 0, \quad \mathbf{c} = \begin{pmatrix} \rho \\ \mathbf{m} \\ E \end{pmatrix}, \quad \mathbf{f}(\mathbf{c}) = \begin{pmatrix} \rho \mathbf{u} \\ \mathbf{m} \otimes \mathbf{u} + p \mathbf{I} \\ \frac{p}{E + p} (E + p) \end{pmatrix}, \]

(5.1)

where the independent variables are the density \( \rho \), the momentum vector field \( \mathbf{m} \) and the total energy \( E \). The velocity vector field \( \mathbf{u} \) is defined by \( \mathbf{u} := \frac{\mathbf{m}}{\rho} \). The symbol \( \mathbf{I} \) denotes the identity matrix in \( \mathbb{R}^d \). The pressure is expressed via the equation of state of ideal gases:

\[ p = \rho T, \quad \text{with} \quad T = (\gamma - 1) \left( \frac{E}{\rho} - \frac{1}{2} \mathbf{u}^2 \right), \]

(5.2)

where \( \gamma \) is the adiabatic constant and \( T \) is the temperature. The Euler system is known to have a physical entropy functional

\[ S(p, \rho) = \frac{\rho}{\gamma - 1} \log(p/\rho^\gamma). \]

(5.3)
This quantity satisfies the following inequality
\[ \partial_t S + \nabla \cdot (\mathbf{u} S) \geq 0 \]
with equality if all the fields are smooth.

5.2. Fourier approximation

We specialize the algorithm to the Fourier approximation in this section.

5.2.1. Definition of the control parameters

Following [12], we replace the Euler system by the Navier–Stokes system where the viscosity and the thermal diffusivity are proportional to the entropy residual. Setting \( \nabla \cdot \mathbf{u}_h := \frac{1}{2} (\nabla \mathbf{u}_h + (\nabla \mathbf{u}_h)^T) \), the additional viscous fluxes to consider are as follows:

\[
f_{\text{visc}}(\mathbf{c}_h) = \begin{pmatrix} 0 \\ -\mu_h \nabla \cdot \mathbf{u}_h \\ -\mu_h \nabla \cdot \mathbf{u}_h - \kappa_h \nabla T_h \end{pmatrix}.
\]

Note that the Navier–Stokes viscous fluxes are compatible with the entropy inequality (5.4). One could also think of introducing viscous fluxes that dissipate the conservative variables, but these fluxes would be incompatible with (5.4).

The first step of the evaluation of the entropy viscosity consists of computing the residual of the entropy equation at every collocation point:

\[ D_h(x_i, t) = \partial_t S_h(x_i, t) + \nabla \cdot (\mathbf{u}_h(x_i, t) S_h(x_i, t)), \quad \forall x_i, \; \forall t > 0 \]

where the collocation points are defined in Section 2.5. Then we set

\[ h(x_i) := h, \quad \forall x_i, \]

\[ R(D_h(x_i, t)) := |D_h(x_i, t)|, \quad \forall x_i, \; \forall t > 0 \]

\[ \mu_e(x_i, t) := \mu_e(x_i, t) T_h^2(x_i)|D_h(x_i, t)|, \quad \forall x_i, \; \forall t > 0. \]

The quantity \( \mu_e \) is a dynamic viscosity.

To evaluate the maximum dynamic viscosity we set \( h_{\text{max}}(\mathbf{x}) = h \) and denote by \( V_x \) the set of \((2s + 1)^d \) collocation points contained in the cube centered at \( x \) and of side \( 2sh \), (in practice we take \( s = 3 \)). Using the upper bound on the local wave speed \( |u_h| + \sqrt{\gamma T_h} \), we set

\[ \mu_{\text{max}}(x_i, t) = c_{\text{max}} h \max_{x_i \in V_x} (|u_h(x_i, t)| + \sqrt{\gamma T_h(x_i, t)}). \]

Finally we set

\[ \mu_h = S(\min(\mu_{\text{max}}, \mu_e)), \quad \kappa_h = \frac{\mathcal{P}}{\gamma - 1} \mu_h, \]

where \( S \) is the multidimensional extension of the trapezoidal quadrature rule, typically involving 5 points in two space dimensions and 7 points in three space dimensions, see (2.18). The quantity \( \mathcal{P} \approx 1 \) is an artificial Prandtl number.

Remark 5.1. We have slightly simplified the strategy developed in [12] to evaluate \( \mu_h \) and \( \kappa_h \): the viscous and thermal stabilization terms are not included in the entropy residual. (Note that the same simplification has already been made in Section 4.1.2.)

5.2.2. Riemann problem; Case # 12

The method is now tested by considering a classical benchmark problem (benchmark # 12 from [23]). It is a two-dimensional Riemann problem developing complex structures involving shocks and contacts. The heat capacity ratio is \( \gamma = 1.4 \) and the initial data in \( \Omega = (0, 1)^2 \) is defined to be

\[ p = 1, \quad \rho = 4/5, \quad \mathbf{u} = (0, 0), \quad 0 < x < 1/2, \quad 0 < y < 1/2, \]

\[ p = 1, \quad \rho = 1, \quad \mathbf{u} = (3/\sqrt{17}, 0), \quad 0 < x < 1/2, \quad 1/2 < y < 1, \]

\[ p = 1, \quad \rho = 1, \quad \mathbf{u} = (0, 3/\sqrt{17}), \quad 1/2 < x < 1, \quad 0 < y < 1/2, \]

\[ p = 2/5, \quad \rho = 17/32, \quad \mathbf{u} = (0, 0), \quad 1/2 < x < 1, \quad 0.5 < y < 1. \]

We periodize the problem by extending the domain to \( \bar{\Omega} = (0, 2)^2 \) and by extending the initial data by reflection about the axes \( \{x = 1\}, \{y = 1\} \). Due to the finite speed of propagation of perturbations in this problem, the restriction to \( (0, 1)^2 \) of the
solution to the periodized problem is identical to the restriction to $(0,1)^2$ of the solution to the Riemann problem in $\mathbb{R}^2$ up to time $t' := \frac{t}{\frac{1}{s} \log(C_3)} > 0.32$, where $s = \frac{3}{\sqrt{17}}$.

The control parameters of the entropy viscosity are $c_{\text{max}} = 0.5$, $c_E = 20$ and $P = 1$. The time-step is defined so that the resulting CFL number is $1/3$. For each collocation point $x$, the local neighborhood, $V_x$, which is used to define the maximum local wave speed at $x$ is composed of the $7 \times 7$ collocation points closest to $x$. The smoothing of the viscosity is done by a double sweep of the 5 points average defined in (2.18).

We show in the left panel of Fig. 5.1 the density field at $t = 0.2 < t'$ on a $400 \times 400$ grid in $\Omega = (0,1)^2$. Taking into account the extension of the domain and the $\frac{1}{2}$-de-aliasing rule we used a $1201 \times 1201$ grid in $\tilde{\Omega} = (0,2)^2$, i.e., we used $N = 600$. The Fourier result compares well with those from [23]. The shocks and the fine structures that develop behind them are very well described. The viscosity field is shown in the right panel of the figure. It is clear that the viscosity focuses well in the shocks; in particular, there is almost no viscosity along the two contact discontinuities.

5.3. Finite element approximation

We specialize the finite element setting to the Euler equations in this section. All the numerical tests reported in this section have been done by using the explicit SSP RK3 time integration.

5.3.1. Definition of the control parameters

Let the finite element approximation space $X_h$ be defined as in Section 2.3. All the scalar-valued independent variables and the Cartesian components of the momentum and velocity vector fields are approximated in $X_h$. Whenever required, Dirichlet boundary conditions are enforced strongly, i.e., the Dirichlet conditions are enforced in the finite element spaces.

Similarly to the Fourier approximation, the algorithm consists of introducing an artificial viscosity and an artificial thermal diffusivity in the spirit of the Navier–Stokes equations. But at variance with the Fourier technique some stabilization is sometimes needed in the mass conservation equation for reasons not yet fully understood, see Remark 5.2. The viscous flux vector is defined to be as follows

$$f_{\text{visc}}(c_h) = \begin{pmatrix} -v_h \nabla \rho_h \\ -\mu_h \nabla \cdot u_h \\ -\mu_h \nabla (\nabla \cdot u_h - \kappa_h \nabla T_h) \end{pmatrix}. \quad (5.13)$$

Note that these viscous fluxes are also compatible with the entropy inequality (5.4). The additional mass diffusion is compatible with the mass conservation since $-\text{sgn}(\rho_h) \nabla \cdot (v_h \nabla \rho_h)$ formally converges to a positive measure as $h \to 0$, and it is also compatible with (5.4) since it formally yields

$$\partial_t S_h + \nabla \cdot (u_h S_h - \kappa_h \nabla (\log(T_h))) + v_h \nabla \rho_h \geq \frac{\mu_h}{T_h} \nabla \cdot u_h + \nabla \cdot u_h + \frac{\kappa_h}{T_h} \nabla T_h \cdot \nabla T_h. \quad (5.14)$$

The algorithm proceeds similarly to what is described in Section 2.2 and 2.3. At each time step we evaluate the residuals of the entropy equation and compute the associated artificial viscosities, then we update the mass, momentum, and total energy.
More specifically, for each mesh cell \( K \) in \( \mathcal{T}_h \), the dynamic viscosity is computed as follows:

\[
\begin{align*}
D_{h,1} & := \partial_t S_h + \nabla \cdot (u_h S_h), \\
D_{h,2} & := \rho_h^{-1} S_h (\partial_t \rho_h + \nabla \cdot (u_h \rho_h)), \\
\mu_{\text{E}}(\kappa) & := c_\ell \| \rho_h \|_{\infty, K} h_K^2 \max(\|D_{h,1}\|_{\infty, K}, \|D_{h,2}\|_{\infty, K}).
\end{align*}
\]  

(5.15)  

(5.16)  

(5.17)

The second residual \( D_{h,2} \) is meant to account for inaccuracies in mass conservation. Note that controlling \( D_{h,2} \) and \( D_{h,1} \) amounts to controlling the residual of the specific entropy, \( s_h := \rho_h^{-1} S_h \), since

\[
|\rho_h (\partial_t s_h + u_h \cdot \nabla s_h)| = |D_{h,1} - D_{h,2}| \leq |D_{h,1}| + |D_{h,2}|.
\]

The maximum dynamic viscosity, \( \mu_{\text{max}} \), is evaluated as follows:

\[
\mu_{\text{max}}(\kappa) = c_{\text{max}} h_K \| \rho_h \|_{\infty, K} \| u_h \|_{\infty, K} + \sqrt{\gamma T_h} h_K.
\]

(5.18)

Finally we set:

\[
\mu_h = \min(\mu_{\text{max}}(\kappa), \mu_{\text{E}}), \quad \kappa_h = \frac{\mathcal{P}}{\mathcal{P}_\rho - 1} \mu_h, \quad v_h = \frac{\mathcal{P}_\rho}{\| \rho_h \|_{\infty, K}} \mu_h.
\]

(5.19)

where \( \mathcal{P} = O(1) \) and \( \mathcal{P}_\rho = O(1) \). Our experience is that using \( \mathcal{P} \in [0, \frac{1}{4}] \) and \( \mathcal{P}_\rho \in [0, \frac{1}{10}] \) works well in most cases.

**Remark 5.2.** In all the numerical tests considered so far by the authors the algorithm was always observed to be stable with \( \mathcal{P}_\rho = 0 \) (i.e., without mass stabilization) provided the CFL was small enough. It happens sometimes that it is possible to increase the CFL up to 0.5 or above by using \( \mathcal{P}_\rho \neq 0 \). For instance in the Mach 3 Step test case (see Section 5.3.2) the algorithm is stable with \( \mathcal{P} \geq 0.25, \mathcal{P}_\rho = 0 \), and \( \text{CFL} \leq 0.13 \), but it is possible to make it stable up to \( \text{CFL} \leq 0.5 \) for \( \mathcal{P} = 0.1 \) by setting \( \mathcal{P}_\rho = 0.1 \). In some other cases, using \( \mathcal{P}_\rho \neq 0 \) can suppress residual oscillations on the density; hence, setting \( \mathcal{P}_\rho = 0 \) can be viewed as a filtering/cleaning mechanism.

**5.3.2. Mach 3 step**

We illustrate the algorithm described above by considering the Mach 3 flow in a wind tunnel with a forward facing step. The geometry of the domain is shown in Fig. 5.2. The initial data and inflow boundary conditions are specified in terms of the primitive variables

\[
(\rho, u, p)^T(x, y, 0) = (1.4, (3.0, 0.0), 1.0)^T.
\]

(5.20)

The outflow boundary at \( \{x = 3\} \) is free. The slip condition \( u = 0 \) is specified on the solid wall of the tunnel, \( n \) being the unit outward normal on \( \partial \Omega \). This benchmark test has been proposed in [9] and has been popularized by Woodward and Colella’s extensive study [32].

We show in Fig. 5.2 the density field at \( t = 4 \) on two different meshes with \( \mathcal{P}_1 \) Lagrange finite elements. The results shown in the left panels have been obtained on a mesh composed of 4813 \( \mathcal{P}_1 \) nodes and the results shown in the right panels have been obtained on a mesh composed of 893468 \( \mathcal{P}_1 \) nodes. These computations have been done with \( c_{\text{max}} = 0.25, c_{\ell} = 1, \mathcal{P} = 0.1 \) and \( \mathcal{P}_\rho = 0.1 \). The tests have been run with \( \text{CFL} = 0.5 \). Our solutions agree, at least in the eye-ball norm, with other reference solutions that can be found in the literature. The contact discontinuity emerging from the three-shock interaction point is present in both simulations and is captured quite accurately. A Kelvin–Helmholtz instability develops along the contact discontinuity on the refined mesh.

As reported in [32] we have observed that the way the velocity boundary condition is implemented in the vicinity of the corner of the step somewhat influences the quality of the solution. We do not enforce any boundary condition at the node at the corner of the step in the computation, enforcing the slip condition at this particular point implies \( u = 0 \), which is too strong a constraint.

![Fig. 5.2. Mach 3 step, density, \( t = 4 \), density, \( \mathcal{P}_1 \) approximation. Left: \( h = 0.25, 4813 \mathcal{P}_1 \) nodes. Right: \( h = 0.003, 893468 \mathcal{P}_1 \) nodes.](image-url)
5.3.3. Double mach reflection

We now solve the so-called double Mach reflection problem at Mach 10. This problem, popularized by Woodward and Colella (see [32] for complete description), involves a Mach 10 shock in air ($\gamma = 1.4$) that impinges a wall with a $60^\circ$ angle. The undisturbed air ahead of the shock has density 1.4 and pressure 1. The computational domain is $\Omega = (0,4) \times (0,1)$. The reflecting wall lies at the bottom of the domain and starts at $x = \frac{1}{6}$, i.e., free slip boundary condition is enforced on $\{x \geq \frac{1}{6}, y = 0\}$. The shock makes a $60^\circ$ angle with the $x$-axis. Outflow boundary conditions are enforced at $\{0 \leq x < \frac{1}{6}, y = 0\}$ and $\{x = 4\}$. The boundary values along the top boundary ($y = 1$) are set to describe the motion of the

![Fig. 5.3. Double Mach reflection at $t = 0.2$, $M = 10$, density field, 453969 $P_1$ nodes. Left: global view. Right: close up view in the region of three-shock interaction point.](image)

![Fig. 5.4. Noh test case at time $t = 2$. Top: 23 density contours (from 2.5 to 4 with step 0.25 and from 14 to 17 with step 0.2). Bottom: Density profile versus radius along segments ($r \in (0, 1), \theta \in \{0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{3\pi}{4}\}$). Left panels: $P = 1$. Center panel: $P = \frac{1}{2}$. Right panel: $P = \frac{1}{4}$](image)
initial Mach 10 shock. The flow is computed at time $t = 0.2$. The control parameters of the entropy viscosity are $c_{\text{max}} = 0.25$, $c_{\text{c}} = 0.25$, $P = 0.075$ and $P\rho = 0$. The tests have been run with CFL = 0.5.

We show in Fig. 5.3 the solution computed with $P_1$ Lagrange polynomials on a mesh composed of 453969 nodes. The left panel displays the density field in the region $0 \leq x \leq 3$. The right panel shows a close up view of the density in the region of the three-shock interaction point. The location of the head of the jet coincide with the value usually reported in the literature (between 2.71 and 2.74).

5.3.4. Noh problem

We finish this series of tests with the test of Noh [24] for an ideal gas with $\gamma = \frac{5}{3}$. This is a Cauchy problem in $\mathbb{R}^2$. The initial data is

$$ (\rho, \mathbf{u}, p) = \left( 1, - (x, y)(x^2 + y^2)^{-\frac{1}{2}}, 0 \right). \quad (5.21) $$

To avoid singularities when computing the entropy, we set the initial pressure to $10^{-6}$ as recommended in [23]. We observed that using $10^{-3}$ as the initial pressure does not change our results. The initial velocity field is circularly symmetric, directed toward the origin with magnitude 1. This problem has an exact solution. It is a circularly symmetric shock reflecting from the origin. The shock speed is $\frac{1}{\sqrt{\gamma}}$. Behind the shock, i.e., $\sqrt{x^2 + y^2} < \frac{1}{\sqrt{\gamma}} t$, the density is 16, the velocity is 0, and the pressure is $\frac{1}{\gamma}$. Ahead of the shock, i.e., for $\sqrt{x^2 + y^2} > \frac{1}{\sqrt{\gamma}} t$, the density is $\left(1 + t/\sqrt{x^2 + y^2}\right)$, while velocity and pressure are equal to their respective initial value. The computational domain is $\Omega = (0,1)^2$. We use the exact density, pressure, and velocity at the boundaries $\{x = 1\}$ and $\{y = 1\}$. At the other two boundaries $\{x = 0\}$ and $\{y = 0\}$ nothing is enforced on $\rho$ (natural boundary condition), but $\mathbf{u} \cdot \mathbf{n} = 0$ is enforced on the velocity. As reported in [23] most methods dealing with this problem suffer from a very large error in the density at the center.

We have solved this problem with $c_{\text{c}} = 0.25$, $P_{\rho} = 0.025$ and made various tests with $P \in \{\frac{1}{4}, \frac{1}{2}, 1\}$. The tests have been run with CFL = 0.5 with $P_1$ finite elements on a mesh composed 59098 triangles and 29870 nodes, $h \approx 0.00625$. The density field at $t = 2$ is shown in Fig. 5.4. The top panels show the iso-values of the density from 2.5 to 4 with step 0.25 and from 14 to 17 with step 0.2 as done in [23]. The bottom panels show radial profiles of the density field versus radius along nine segments $(r \in (0, 1), \theta \in \{0, \frac{\pi}{8}, \ldots, \frac{7\pi}{8}, \pi\})$. The results in the left panels have been obtained with $P = 1$, those in the center with $P = 0.5$, and those in the right with $P = 0.25$. These results are comparable with those reported in [23]. It seems that density error at the center decreases as $P$ increases.

The code runs with $P_{\rho} = 0$, but the density field in the vacuum region develops small oscillations. Using $P_{\rho} = 0.025$ can be viewed as a filtering mechanism for visualization purpose.

6. Conclusions

A new class of high-order numerical methods for approximating nonlinear conservation laws has been proposed (entropy viscosity method). It can be applied to any equation or system that admit one or more entropy inequalities and that can be regularized in ways that are compatible with these entropy inequalities. The principle of the method can be summarized as follows: assuming that a centered discretization of the conservation equations with a linear first-order viscosity is at hand and that the first-order viscosity is large enough to make the method monotone, then the entropy viscosity method consists of constructing a new viscosity proportional the local size of the entropy production and replacing the first-order viscosity by the minimum of the first-order viscosity and the entropy viscosity. The underlying heuristics is that in regions where the entropy production is large, the entropy viscosity is large as well and the effective viscosity is limited to be first-order, thus making the method monotone in these regions. In smooth regions the entropy production is small (of the same order as the truncation error of the centered approximation method) and the effective viscosity is negligible. This new approach is very simple to implement on unstructured grids since it does not use any flux or slope limiters. Of course, the method cannot be applied to conservation equations that are not known to have entropies.

Although the method seems to behave quite well on many benchmark problems, the amount of theory to justify the approach is almost non-existent. The justification of the method is mainly heuristic for the time being. The authors have recently proved stability of the method on the linear transport equation, but a lot more theoretical investigation still need to be done to fully understand the method.
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