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Part 2. Mathematics exercises (all exercises are independent)

Exercise 1. See Section 8.5.2 of the poly.

Exercise 2. We call Xy, ..., Xy the N points. For all i, m € [0,1/2], P(||X;|| < m) = vpm?.
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Exercise 3.



(1) The é-th line in Xw is ZjD:l xy)wj. So
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§V£(w) = (XTX)w - XTt.

(3) The gradient of L is zero for
w=(XTX)"'x"t.
For each 1,
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is convex (as a polynomial of degree two in wy, ...,
2

—t;)?

wp, with positive coefficients for the

w5, no double product wj, wj,). The function £ is convex as a sum of convex functions.

So this point is the absolute minimum of L.
(4) See Exercise 2.1, Section 2.3.2 of the poly.



