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Home Project

We consider on the one hand the sequence of random variables recursively defined by
Vitr = Yi(1+ pA) + 0VAZyi1, k>0, Yy =0,
where > 0, 1 > A > 0, are positive real numbers, and the Ornstein-Uhlenbeck process solution
to the SDE
(0.1) dXy = pXidt + cdW; , Xg =z,

where (W})>0 is a standard Brownian Motion in R. The exact strong solution of Equation (0.1)
is:

t

(0.2) X, = zel + 0’/ et dw, .
0

Wi, =Wty 4

Set tp, = kA, k>0 and Zj =
(1) Show that, for every k > 0,

k> 1.

2 (14 pA)? -1
E(Y?) = 2 x A+pa)™ -1
I 2+ pA
(2) Show that, for every k >0, Xy, ,, = e'2X,, + ottt jf:“ e M dW,.

(3) Show that, for every k > 0, for every A > 0,

E((Yk+1 - th+1)2 S (1 + A)62#AE((Y/€ - th)2)

+ <1 + i) E((Y)?)(e"® =1 — pA)? + o? /OA(G’“‘ —1)%du.

(Hint: show that for all a,b > 0, 2ab < Aa? + b?/A.) In what follows, we assume that
A = A,, =T/n where T is a positive real number and n is in N* (n may vary). However,

we keep on using the notation Y rather then Yk(n).

(4) Show that, for every k € {0,...,n}, E((Yy)?) < %
(5) Deduce the existence of a real constant C = C,,r > 0 such that, for every k €

{0,1,...,’17,—1}7
E((YkJrl - th+1)2) < (1 + An)eQMAnE((Yk - th,)Q) + CA?L .

We suppose that A, < 1. Conclude that E((Yy41 — Xy,,,)%) < ¢ (%)2 for some real

! !
constant ¢/ = CMU,T'

(6) From now, we take p=—1, 0 =1, T =1, 2 = 1. For all function f , we set
| M
TNM j
TV = 3y 07
=

)(where (Y7);>1 are i.i.d. copies of ¥,,). We are interested in the error E(f(Xr)) —

E(f (?M)) for some Lipshitz function f (Lipshitz constant named fr,;,). This error can be
decomposed into

E(f(Xr) = TOM| < [BU(Xr) = S|+ |1 (V) = T |
< AE(Xr =Y+ £ () - )|

(We admit this computation .) For a fixed n, we will choose M = M,, = n? so that the
two terms in the error above are of the same order. Write a python function that simulate
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a variable Y,/ for any given n and plot the trajectory (Y;)o<;<, (add the plot for n = 1000
in your report).

(7) Write a python function that compute f(Y,,)» for any given n.

(8) Write a python code that compute a Monte-Carlo approximation of [E(f(X7))— f (Y, )|
for any given n (and f =1d).

(9) Repeat the above code for various n’s and plot [E(f(X7)) — f(Y;,)»| vs n, in log-log scale
(and f =1d).

(10) Use a linear regression to find the slope of the above plot (the result does not have to be

very precise).



