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Abstract. We study the regular action of an analytic pseudo-group of transformations on the space of germs of various analytic objects of local analysis and local differential geometry. We fix a homogeneous object \( F_0 \) and we are interested in an analytic normal form for the whole affine space \( \{ F_0 + \text{h.o.t.} \} \). We prove that if the cohomological operator defined by \( F_0 \) has the big denominators property and if a formal normal form is well chosen, then this formal normal form holds in analytic category. We also define big denominators in systems of nonlinear PDEs and prove a theorem on local analytic solvability of systems of nonlinear PDEs with big denominators. Moreover, we prove that if the denominators grow “relatively fast”, but not fast enough to satisfy the big denominators property, then we have a normal form, respectively local solvability of PDEs, in a formal Gevrey category. We illustrate our theorems by explanation of known results and by new results in the problems of local classification of singularities of vector fields, non-isolated singularities of functions, tuples of germs of vector fields, local Riemannian metrics and conformal structures.

1. Introduction

This article is mainly concerned with local analytic classification of various analytic objects, like tuples of vector fields, tuples of maps, Riemannian metrics, conformal structures, under the actions of various pseudo-groups of germs of analytic objects, the simplest one is the pseudo-group of local diffeomorphisms. We fix “the leading part” \( F_0 \) which is usually a well-understood object and which is homogeneous, say of degree \( q \), with respect to some grading, and we work in the affine space consisting of analytic objects of the form \( F_0 + \mathcal{V}_{>q} \), where \( \mathcal{V}_{>q} \) is a neighborhood of 0 in the space of germs of analytic objects of order greater than \( q \). An element of that space will be denoted by \( F_0 + \text{h.o.t.} \). A natural way to compare \( f \) and \( F_0 \) is to construct a normal form \( \mathcal{N} \subset \{ F_0 + \text{h.o.t.} \} \), defined by \( F_0 \) and serving for the whole affine space \( \{ F_0 + \text{h.o.t.} \} \). Constructing a normal formal form (on the level of formal power series) can be reduced to linear algebra. A formal normal form is enough for certain applications, but in many cases we need an analytic normal form and one should deal with the following...
question: under which conditions the chosen formal normal $\mathcal{N}$ holds in analytic category, i.e. any analytic object $f \in \{F_0 + \text{h.o.t.}\}$ can be brought to $\tilde{f} \in \mathcal{N}$ by an analytic transformation of the given pseudo-group, and consequently $\tilde{f}$ is also analytic. This question is precisely the problem we want to address in this article.

In this paper we define the big denominators property in general case (for an arbitrary local classification problem), we show that this property holds in a number of problems, and we prove that if we have big denominators and a formal normal form is well chosen, then this formal normal form holds in analytic category.

The classical obstacles for transition from formal to analytic category are small divisors such as those encountered in celestial mechanics or local dynamical systems. There are other obstacles. For example, in the problem of local classification of vector fields of the form $\dot{x} = Ax + \text{h.o.t.}$ with a fixed matrix $A$ there are the following cases: (a) small divisors, (b) no small divisors, but there are infinitely many resonant relations and (c) no small divisors, the tuple of the eigenvalues of $A$ belongs to the Poincaré domain (and consequently there are not more than a finite number of resonant relations). The resonant, or Poincaré–Dulac formal normal form does not hold in analytic category not only in case (a), but also, as it was proved by A. Brjuno, in case (b), see [1, 10]. In case (c) it holds in analytic category. One of the explanation of this classical theorem, the explanation which is the starting point for this paper, is as follows: instead of having small divisors, in case (c) one has big denominators.

We claim that there are many other significant local classification problems where Theorem 2.13 works and allows obtaining new results. The main idea of big denominators is that the big denominators property will overcome the factorial divergence provided by the derivatives in the nonlinear equations expressing the analytic equivalence of an object to an object having a formal normal form.

In Section 2 we define a very wide class of local classification problems we deal with, we present a simple way for constructing a formal normal form, and we define the big denominators property. Our first main Theorem 2.13 (see below) states that in the case of big denominators and uniformly bounded formal normal form, this normal form holds in the analytic category.

In Section 3 we formulate our second main theorem, Theorem 3.6, on local solvability of nonlinear systems of PDEs. We define big denominators for such systems and prove the local analytic solvability in the case of big denominators. We explain that Theorem 2.13 is a simple corollary of Theorem 3.6. It means that a “right place” of Theorem 2.13 is the local theory of analytic nonlinear PDEs rather than local classification problems. Nevertheless the applications of Theorem 3.6 that we know concern namely local classification problems. For instance, the conjugacy of two germs of vectors fields $X, Z$ by the mean of a germ of a diffeomorphism $\Psi$ is given by $\Psi_* X = Z$ and can written as a nonlinear PDEs satisfied by $\Psi$.

Theorems 2.13 and 3.6 are proved in Section 4.

What happens if there are the big denominators, but they are not big enough to overcome the growth of the derivatives? Divergence of the solution is to be expected as it is well known for germs of vector fields. Can this divergence be very wild? This question is studied in Section 5. We prove that in this case a formal normal form holds in $\alpha$-Gevrey category for some $\alpha > 0$ (the loss of growth). It means that the norm of the homogeneous degree $i$ part of the normalizing transformation grows as $(i!)^\alpha$. This shows that even if the solution diverges, this divergence is not too wild. We recover recent results by Bonckaert–De Maesschalck and also by Iooss–Lombardi. This is the same phenomenon as in problem of nonlinear singular ordinary
differential equation with irregular singularity. Our method of proof of this result is inspired by Malgrange’s version of Maillet theorem [21]. Existence of smooth Gevrey solution such as [26] or the existence of “sectorial” holomorphic solution such as in [22, 25] are actually out of reach in that general context.

Our claim that there are many significant local classification problems with big denominators so that we can apply our main theorems to explain both some classical and some recently obtained results, as well as to obtain new results on analytic normal forms, is confirmed in Section 6 called “Applications” and in the appendix section. In these sections we show what our main theorems give for concrete local classification problems: of singular vector fields, of functions (including non-isolated singularities), of \( n \)-tuples of linearly independent vector fields on \( \mathbb{R}^n \), of Riemannian metrics, and of conformal structures.

2. Big denominators in local classification problems

2.1. Classification problems with filtering action of a pseudo-group. In order to describe a very wide class of local classification problems we will deal with, we need the following notations:

- \( \mathbb{A}_n^k \) (resp. \( \widehat{\mathbb{A}}_n^k \)) is the space of \( k \)-tuples of germs at \( 0 \in \mathbb{R}^n \) (or \( \mathbb{C}^n \)) of analytic functions (resp. formal power series maps) of \( n \) variables,
- \( (\mathbb{A}_n^k)^{(i)} \) is the homogeneous part of \( \mathbb{A}_n^k \) of degree \( i \geq 0 \),
- \( (\mathbb{A}_n^k)_{\geq d} \) is the subspace of \( \mathbb{A}_n^k \) consisting of germs with zero \( d \)-jet at \( 0 \in \mathbb{R}^n \).

We recall that

\[
\widehat{\mathbb{A}}_n^k = \bigoplus_{i \geq 0} (\mathbb{A}_n^k)^{(i)}.
\]

**Definition 2.1.** The order at the origin of the formal power series \( F = \sum_{i \geq 0} F^{(i)} \in \widehat{\mathbb{A}}_n^k \) is the largest integer \( k \) such that \( F^{(i)} = 0 \) for all \( i < k \) and \( F^{(k)} \neq 0 \). It will be denoted by \( \text{ord}_0 F \).

**Definition 2.2.** Let \( i \geq 0 \) and let \( F = (F_1, \ldots, F_k) \in (\mathbb{A}_n^k)^{(i)} \). Let \( F_j = \sum F_{j, \alpha} x^\alpha \) where the sum is taken over all \( j = 1, \ldots, k \) and all multi-indices \( \alpha = (\alpha_1, \ldots, \alpha_n) \) such that \( |\alpha| = \alpha_1 + \cdots + \alpha_n = i \). Then

\[
\| F_j \| = \sum_{|\alpha| = i} |F_{j, \alpha}|, \quad \| F \| = \max(\| F_1 \|, \ldots, \| F_k \|).
\]

We recall that \( F = \sum_{i \geq 0} F^{(i)} \in \widehat{\mathbb{A}}_n^k \) defines a germ of analytic map if and only if there exist \( M > 0 \) and \( r > 0 \) such that

\[
\| F^{(i)} \| \leq \frac{M}{r^i}.
\]

It is well known (see [16] for instance) that the space

\[
\mathcal{H}_r := \left\{ F \in \widehat{\mathbb{A}}_n^k : \| F \|_r := \sum_{i \geq 0} \| F^{(i)} \| r^i < +\infty \right\}
\]

is a Banach space. All these spaces define a basis of neighborhoods for \( \mathbb{A}_n^k \).
Let us fix

(2.2) \[ P(q) \in (\mathbb{A}_n^x)^{(q)} \, , \quad q \geq 0, \] and the affine space \( \mathcal{A}_{P(q)} = P(q) + (\mathbb{A}_n^x)^{>q} \).

Let \( r \in \mathbb{N}^* \) and let \( m = (m_1, \ldots, m_r) \in \mathbb{N}^r \) be a multi-index.

Let \( \mathcal{G} \) be a pseudo-group acting on \( \mathcal{A}_{P(q)} \). We assume that \( \mathcal{G} \) has the form

(2.3) \[ \mathcal{G} = \text{id} + \mathcal{F}_{r,m}^{>0}, \quad \mathcal{F}_{r,m}^{>0} = (\mathbb{A}_n)^{>m_1} \times (\mathbb{A}_n)^{>m_2} \times \cdots \times (\mathbb{A}_n)^{>m_r}. \]

The space \( \mathcal{F}_{r,m}^{>0} \) is filtered by the subspaces

\[ \mathcal{F}_{r,m}^{>i} := (\mathbb{A}_n)^{>i+m_1} \times (\mathbb{A}_n)^{>i+m_2} \times \cdots \times (\mathbb{A}_n)^{>i+m_r}, \quad i \geq 0. \]

**Remark 2.3.** The infinite-dimensional vector space \( \mathcal{F} \) parameterizes the Lie algebra of the group \( \mathcal{G} \).

**Definition 2.4.** We shall say that \( F \in \mathcal{F}_{r,m}^{>0} \) has order \( > i \) at the origin if \( F \in \mathcal{F}_{r,m}^{>i} \) but \( F \notin \mathcal{F}_{r,m}^{>i+1} \).

**Problem 2.5.** To find as simple as possible normal form \( \mathcal{N} \subset \mathcal{A}_{P(q)} \) serving for the whole \( \mathcal{A}_{P(q)} \), i.e. any \( f \in \mathcal{A}_{P(q)} \) is equivalent to some \( \tilde{f} \in \mathcal{N} \) with respect to the action of \( \mathcal{G} \).

Certainly we need some properties of the action of \( \mathcal{G} \). At first we assume that the action is filtering which means the following. Denote

\[ \mathcal{F}_{r,m}^{(i)} = (\mathbb{A}_n)^{(m_1+i)} \times (\mathbb{A}_n)^{(m_2+i)} \times \cdots \times (\mathbb{A}_n)^{(m_r+i)}, \quad i \geq 1. \]

**Definition 2.6.** The action of \( \mathcal{G} \) on \( \mathcal{A}_{P(q)} \) is filtering if for any \( P(q) + R \in \mathcal{A}_{P(q)} \) and any \( F \in \mathcal{F}_{r,m}^{>0} \) one has

(2.4) \[ (\text{id} + F)_*(P(q) + R) = P(q) + R + \mathcal{S}_{P(q)}(F) + \mathcal{T}(R; F) \]

where \( \mathcal{S}_{P(q)} \) is a linear operator defined by \( P(q) \) only, \( \mathcal{T}(R, 0) = 0 \) and

(2.5) \[ \mathcal{S}_{P(q)}(\mathcal{F}_{r,m}^{(i)}) \subseteq (\mathbb{A}_n^x)^{(q+i)}, \]

(2.6) \[ \text{ord}_0(\mathcal{T}(R; F) - \mathcal{T}(R; G)) > \text{ord}_0(F - G) + q. \]

**Remark 2.7.** The linear operator \( \mathcal{S}_{P(q)} \) is the linearization of the action of \( \mathcal{G} \) at identity evaluated at \( P(q) \). In the case where \( \mathcal{G} \) is the group of germs of diffeomorphisms at \( 0 \), then \( \mathcal{S}_{P(q)} \) maps a germ of vector field \( F \) to the Lie derivative of \( F \) along \( P(q) \):

\[ \mathcal{S}_{P(q)}(F) = [\mathcal{S}_{P(q)}, F] = \frac{d}{dt}(\exp(tF)_*P(q))|_{t=0} \]

where \( \exp(tF) \) denotes the flow at time \( t \) of the vector field \( F \).

**Notation.** By \( \widehat{\mathcal{G}} = \text{Id} + \widehat{\mathcal{F}} \) where \( \widehat{\mathcal{F}} = (\mathbb{A}_n^x)^{>d_1} \times \cdots \times (\mathbb{A}_n^x)^{>d_r} \) we will denote the group of formal transformations corresponding to the group \( \mathcal{G} \).
2.2. Formal normal form. The solution of Problem 2.5 in the formal category is given by the following simple statement.

**Proposition 2.8** (Formal normal form). Assume that the action of $G$ on $\mathcal{A}_P$ is filtering. Let

$$S^{(i)}_{P_{(q)}} : \mathcal{F}^{(i)}_{r,m} \rightarrow (A_{n}^{q+i})$$

be the restriction of $S_{P_{(q)}}$ to $\mathcal{F}^{(i)}$. Fix any complementary subspaces $\mathcal{N}^{q+i} \subset (A_{n}^{q+i})$ to the image of the operators $S^{(i)}_{P}$:

$$(A_{n}^{q+i}) = \text{Image } S^{(i)}_{P} \oplus \mathcal{N}^{q+i}, \quad i \geq 1.$$  

Let

$$\widehat{\mathcal{N}} = \mathcal{N}^{q+1} \oplus \mathcal{N}^{q+2} \oplus \ldots.$$  

Then the affine space $P^{(q)} + \widehat{\mathcal{N}}$ is a formal normal form with respect to the action of $G$ serving for the whole affine space $\mathcal{A}_P$. That is, for each $R \in (A_{n}^{q}) > q$ there exists a formal transformation $\widehat{\Phi} \in \mathcal{G}$ such that

$$\widehat{\Phi} \ast (P^{(q)} + R) - P^{(q)} \in \widehat{\mathcal{N}}.$$  

**Proof.** The filtering property allows to normalize the terms of order $q + 1$, i.e. to bring them to $\mathcal{N}^{q+1}$, by a transformation of form id $+ \lambda$, $\lambda \in \mathcal{F}^{(1)}_{r,m}$. Assume now that terms of order $q + p$ are normalized. The filtering property allows to normalize the terms of order $(q + p + 1)$ by a transformation of form id $+ \lambda$, $\lambda \in \mathcal{F}^{(p+1)}_{r,m}$ without changing the terms of order $q + p$. $\square$

2.3. Theorem on analytic normal forms.

**Definition 2.9.** A formal normal form $P^{(q)} + \widehat{\mathcal{N}}$ holds in analytic category if for any $R \in (A_{n}^{q}) > q$ there exists an element $\Phi \in \mathcal{G}$ such that the formal series of the analytic germ $\widehat{\Phi} \ast (P^{(q)} + R) - P^{(q)}$ belongs to $\widehat{\mathcal{N}} \cap (A_{n}^{q}) > q$.

Now Problem 2.5 can be specified as follows.

**Problem 2.10.** What has to be assumed in order to state that the normal form $P^{(q)} + \widehat{\mathcal{N}}$ holds in analytic category?

We will give an answer involving the following definition.

**Notation.** Given $F = (F_1, \ldots, F_r) \in \mathcal{F}_{r,m}$ and $x \in \mathbb{R}^n$ denote

$$j^m_x F = (j^m_{x,1} F_1, \ldots, j^m_{x,r} F_r), \quad J^m_{r,m} = \{(x, j^m_x F) : x \in \mathbb{R}^n, F \in \mathcal{F}_{r,m}\}.$$  

**Definition 2.11.** The action of $\mathcal{G}$ on $\mathcal{A}_{P(q)}$ is an *analytic differential action* of order $m = (m_1, \ldots, m_r)$ if there exists a linear map $S$ depending only on $P^{(q)}$ and, for any $X \in \mathcal{A}_{P(q)}$, there exists an analytic map germ

$$W : (J^m_{r,m}, 0) \rightarrow (\mathbb{R}^e, 0).$$
such that $W(x, 0) = 0$ and for any $x$ close to 0 and any $F \in \mathcal{F}_{r,m}$ with $j_x^m F$ close to 0,

$$(\text{id} + F)_* X = X + \delta(F) + W(x, j_x^m F).$$

**Definition 2.12.** An analytic differential action of order $\mathbf{m} = (m_1, \ldots, m_r)$ is said to be regular if for any formal map $F = (F_1, \ldots, F_r)$ with $\text{ord}_0 F_i \geq m_i + 1$ one has

$$\text{ord}_0 \left( \frac{\partial W_i}{\partial u_{j,\alpha}}(x, \partial F) \right) \geq p_{j,|\alpha|}$$

where

$$p_{j,|\alpha|} = \max(0, |\alpha| + q + 1 - m_j).$$

Here, we have set $\partial F := (\frac{\partial^{|\alpha|} F_i}{\partial x^{|\alpha|}}, 1 \leq i \leq r, 0 \leq |\alpha| \leq m_i)$.

Given a formal normal form $P(q) + \mathcal{N}$ denote by

$$\pi_N^{(q+i)} : (\Lambda_n^s)^{(q+i)} \to \text{Image} \ S_p^{(i)}$$

the projection corresponding to the direct sum (2.7). Then the equation

$$S_p^{(i)}(F^{(i)}) = \pi_N^{(q+i)}(A^{(q+i)}), \quad A^{(q+i)} \in (\Lambda_n^s)^{(q+i)} , \quad i \geq 1,$$

has a solution

$$F^{(i)} = (F_1^{(m_1+i)}, \ldots, F_r^{(m_r+i)}) \in \mathcal{F}_{r,m}.$$

for any $A^{(q+i)} \in (\Lambda_n^s)^{(q+i)}$.

To formulate our main theorem on analytic normal forms we need to fix norms in the spaces of homogeneous vector functions.

**Theorem 2.13** (Main theorem on analytic normal form). Assume that the action of a pseudo-group $\mathcal{G}$ of the form (2.3) on an affine space of the form (2.2) is analytic differential of order $\mathbf{m} = (m_1, \ldots, m_r)$, filtering and regular. Let $P(q) + \mathcal{N}$ be a formal normal form as constructed in Proposition 2.8. Assume there exists a constant $C > 0$ which depends neither on $i$ nor on $A^{(q+i)} \in (\Lambda_n^s)^{(q+i)}$ such that equation (2.9) has a solution (2.10) satisfying the estimates

$$\|F_1^{(m_1+i)}\| < C \frac{\|A^{(q+i)}\|}{i^{m_1}},$$

$$\vdots$$

$$\|F_r^{(m_r+i)}\| < C \frac{\|A^{(q+i)}\|}{i^{m_r}}.$$
The main assumption (2.11) of the previous theorem means that we have the following two properties:

- **The big denominators property.** It is a property of the linear operators \( S_{P(q)}^{(i)} \) and it has nothing to do with the formal normal form. This property is as follows:

There exists a constant \( C > 0 \) such that for any \( i \geq 1 \) and any \( A^{(q+i)} \in \text{Image} \ S_{P(q)}^{(i)} \) the equation

\[
S_{P(q)}^{(i)}(F^{(i)}) = A^{(q+i)}
\]

has a solution (2.10) satisfying (2.11).

- **Uniformly bounded formal normal form.** This property concerns the choice of the complementary spaces in Proposition 2.8 which defines the formal normal form \( P_{C} \). We will say that this formal normal form is uniformly bounded if for any \( i \geq 1 \) and any \( A^{(q+i)} \in (A_{n}^{(q)})(q+i) \) one has

\[
\|A^{(q+i)}\| < C \|A^{(q+i)}\|
\]

for some constant \( C > 0 \) which depends neither on \( i \) nor on \( A^{(q+i)} \in (A_{n}^{(q)})(q+i) \).

So, the assumption (2.11) of Theorem 2.13 is equivalent to the assumption that the operator \( S_{P(q)} \) has big denominators property along with the assumption that the formal normal form \( P^{(q)} + \widehat{N} \) is uniformly bounded.

**Remark 2.15.** One may consider a subspace \( \mathcal{B}_{P(q)} \) of \( A_{P(q)} \) of higher order perturbations of \( P^{(q)} \) that preserve a property. It could be, for instance, commuting with an involution or leaving invariant a differential form. Then, we will use the subgroup \( \mathcal{G} \) of \( \mathcal{G} \) that leaves the property invariant. Then, one has to consider a subspace \( \mathcal{F}_{r,m}^{(q)} \) of \( \mathcal{F}_{r,m}^{(q)} \), namely the “Lie algebra” of \( \mathcal{G} \). The operator \( \mathcal{S} \) has to be considered as a map from \( \mathcal{F}_{r,m}^{(q)} \) to \( \mathcal{B}_{P(q)} \) with the induced topology. We refer to [20, Section 4.3] for a similar discussion in the case of vector fields (the map \( \mathcal{S} \) is denoted there \( d_{0} \)).

**Remark 2.16.** The theorem is also true if instead using the norms of Definition 2.2, we use a norm that satisfies the following requirements:

(i) \( f \in A_{n} \) if and only if \( \tilde{f}(t) := \sum_{i \geq 0} \|f^{(i)}\| t^{i} \) is analytic at \( 0 \in \mathbb{C} \), where \( f^{(i)} \) denotes the homogeneous part of degree \( i \) of the formal power series \( f \),

(ii) \( \|\tilde{f}^{(i)}\| = \|f^{(i)}\| \) (where \( \tilde{f}^{(i)} \) is the polynomial obtained by replacing the coefficients of \( f^{(i)} \) by their absolute value),

(iii) we have

\[
\frac{\partial Q f}{\partial x|Q|} \prec \frac{\partial |Q| \tilde{f}}{\partial |Q|},
\]

(iv) \( \tilde{f} g \prec \tilde{f} \cdot \tilde{g} \).

Besides, characterization of convergent power series, these requirements are those of Lemma 4.2. For instance, the modified Belitskii inner product defined as

\[
\langle f, g \rangle_{MB} = \sum_{|\alpha|=i} \frac{\alpha!}{|\alpha|!} f_{\alpha} \bar{g}_{\alpha}
\]

satisfied these requirements (as shown in [20] and Remark 4.3).
3. Big denominators in nonlinear systems of PDEs

In this section we generalize Theorem 2.13 to a theorem on local analytic solvability of nonlinear systems of PDEs. We define big denominators for such systems and prove the local analytic solvability in the case of big denominators. We explain that Theorem 2.13 is a simple corollary of Theorem 3.6 in this section. It means that a “right place” of Theorem 2.13 is the theory of nonlinear PDEs rather than local classification problems. Nevertheless the applications of Theorem 3.6 that we know concern namely local classification problems. We refer to [28] for analytic theory of PDEs. For the study of some singularities analytic of PDEs, we refer to [6, 14]. Our references for singularity analytic theory of ODEs are [18, 29].

3.1. The problem. Let \( m = (m_1, \ldots, m_r) \in \mathbb{N}^r \) be a fixed multi-index. Given \( x \in \mathbb{R}^n \) and \( F = (F_1, \ldots, F_r) \in \mathcal{F}_{r,m}^>0 \) denote

\[
 j_x^m F = (j_x^{m_1} F_1, \ldots, j_x^{m_r} F_r), \quad J^m \mathcal{F}_{r,m}^>0 = \{ (x, j_x^m F) : x \in (\mathbb{R}^n, 0), F \in \mathcal{F}_{r,m}^>0 \}.
\]

**Definition 3.1.** A map \( \mathcal{T} : \mathcal{F}_{r,m}^>0 \to \mathbb{A}_n^k \) is a differential analytic map of order \( m \) at the point \( 0 \in \mathbb{A}_n^k \) if there exists an analytic map germ

\[
 W : (J^m \mathcal{F}_{r,m}^>0, 0) \to (\mathbb{R}^s, 0)
\]

such that \( \mathcal{T}(F)(x) = W(x, j_x^m F) \) for any \( x \in \mathbb{R}^n \) close to \( 0 \) and any function germ \( F \in \mathcal{F}_{r,m}^>0 \) such that \( j_0^m F \) is close to \( 0 \).

Denote by

\[
 v = (x_1, \ldots, x_n, u_{j,\alpha}), \quad 1 \leq j \leq r, \quad \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n, \quad |\alpha| \leq m_j,
\]

the local coordinates in \( J^m \mathbb{A}_n^r \), where \( u_{j,\alpha} \) corresponds to the partial derivative \( \frac{\partial |\alpha|}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}} \) of the \( j \)-th component of a vector function \( F \in \mathbb{A}_n^r \).

**Definition 3.2.** Let \( \mathcal{T} : \mathcal{F}_{r,m}^>0 \to \mathbb{A}_n^s \) be a map.

- We shall say that it increases the order at the origin (resp. strictly) by \( q \) if

\[
 \text{ord}_0(\mathcal{T}(F) - \mathcal{T}(G)) \geq \text{ord}_0(F - G) + q \quad \text{for all } (F, G) \in (\mathcal{F}_{r,m}^>0)^2
\]

(resp. > instead of \( \geq \)).

- Assume that \( \mathcal{T} \) is an analytic differential map of order \( m \) defined by a map germ

\[
 W : (J^m \mathcal{F}_{r,m}^>0, 0) \to (\mathbb{R}^s, 0)
\]

as in Definition 3.1. We shall say that it is regular if, for any \( F = (F_1, \ldots, F_r) \in \mathcal{F}_{r,m}^>0 \),

\[
 \text{ord}_0 \left( \frac{\partial W_i}{\partial u_{j,\alpha}} (x, \partial F) \right) \geq p_{j,|\alpha|}, \quad p_{j,|\alpha|} = \max(0, |\alpha| + q + 1 - m_j).
\]

As above, we have set \( \partial F := (\frac{\partial |\alpha|}{\partial x^{\alpha}}, 1 \leq i \leq r, 0 \leq |\alpha| \leq m_i) \).
Let us consider the following linear maps:

(i) \( S \) : \( F_{r,m}^> \rightarrow \mathbb{A}_n^> \) that increases the order by \( q \).

(ii) \( \pi : \mathbb{A}_n^> \rightarrow \text{Image}(S) \subset \mathbb{A}_n^> \) is the projection onto \( \text{Image}(S) \).

Let us consider a differential analytic map of order \( m \), \( T : F_{r,m}^> \rightarrow \mathbb{A}_n^> \).

We consider the equation

\( (3.1) \quad S(F) = \pi(T(F)) \).

The problem is to find a sufficient condition on the triple \((S, T, \pi)\) under which equation (3.1) has a solution \( F \in F_{r,m}^> \). In what follows we will prove that one of the sufficient conditions is the “big denominators property” of the triple \((S, T, \pi)\) defined in the subsection below.

3.2. Big denominators. Main theorem.

**Definition 3.3.** Let \( k \in \mathbb{N}^* \). Given \( F \in \mathbb{A}_n^k \) we define an analytic function germ of one complex variable \( z \in \mathbb{C} \) by

\[
\hat{F}(z) := \sum_{i \geq 0} \|F^{(i)}\| z^i, \quad z \in \mathbb{C},
\]

where \( F^{(i)} \) denotes the homogeneous degree \( i \) part of \( F \) of the Taylor expansion at the origin. The norms in the spaces of homogeneous vector functions are those of Definition 2.2.

**Definition 3.4.** Given two formal power series \( F = \sum F_{\alpha} z^\alpha \) and \( G = \sum G_{\alpha} z^\alpha \) of \( n \) complex variables \( z = (z_1, \ldots, z_n) \) we will say that \( G \) dominates \( F \) \( (F \prec G) \) if

\[
G_{\alpha} \geq 0 \quad \text{and} \quad |F_{\alpha}| \leq G_{\alpha} \quad \text{for all multi-indexes} \ \alpha = (\alpha_1, \ldots, \alpha_n).
\]

We also denote

\[
\overline{F} = \sum |F_{\alpha}| x^\alpha.
\]

Now we can define the big denominators property of the triple \((S, T, \pi)\) in equation (3.1).

**Definition 3.5.** The triple of maps \((S, T, \pi)\) of the form (3.1) has big denominators property of order \( m \) if there exists an nonnegative integer \( q \) such that the following hold:

(i) \( T \) is an regular analytic differential map of order \( m \) that strictly increases the order by \( q \) and \( j_0^q T(0) = 0 \),

(ii) \( S : F_{r,m}^> \rightarrow \mathbb{A}_n^> \) is linear and increases the order by \( q \),

(iii) the linear map \( \pi : \mathbb{A}_n^> \rightarrow \text{Image}(S) \subset \mathbb{A}_n^> \) is a projection,

(iv) the map \( S \) admits a right-inverse \( S^{-1} : \text{Image}(S) \rightarrow \mathbb{A}_n^> \) such that the composition \( S^{-1} \circ \pi \) satisfies: there exists a constant \( C > 0 \) such that for any \( G \in \mathbb{A}_n^> \) of order \( \geq q + 1 \), one has for all \( 1 \leq i \leq r \)

\[
\left(3.2\right) \quad \frac{d^{m_i} z^q \overline{S^{-1} \circ \pi(G)}}{dz^{m_i}} < C \hat{G}
\]

where \( \overline{S_i^{-1}} \) denotes the \( i \)-th component of \( S^{-1} \), \( 1 \leq i \leq r \).

---

1) See Remark 3.8.
Our main theorem is as follows.

**Theorem 3.6** (Main theorem on nonlinear systems of PDEs). Let us consider a system of analytic nonlinear PDEs such as equation (3.1),

\[ \mathcal{S}(F) = \pi(\mathcal{T}(F)). \]

If the triple \((\mathcal{S}, \mathcal{T}, \pi)\) has big denominators property of order \(m\), according to Definition 3.5, then the equation has an analytic solution \(F \in \mathcal{F}_{r,m}^{>0}\).

**Remark 3.7.** Condition (3.2) means that, for all \(i \geq 1\),

\[ \|(\mathcal{S}_j^{-1} \circ \pi(G))^{(i+m_j)}\| \leq C \frac{\|G^{(i+q)}\|}{(i + m_j + q) \cdots (i + q + 1)}. \]

Hence, if \(G \in \mathcal{A}_n^\mathbb{Z}\) is of order \(\geq q + 1\), and \(r > 0\), then

\[ \|\mathcal{S}_j^{-1} \circ \pi(G)\|_r = \sum_{i \geq 1} \|\mathcal{S}_j^{-1} \circ \pi(G)\|^{r(m_j+i)} \]

\[ \leq C \sum_{i \geq 1} \|G^{(i+q)}\|^{r-i+m_j} = C r^{m_j-q} \|G\|_r. \]

Hence, the maps \(\mathcal{S}_j^{-1} \circ \pi\), \(1 \leq j \leq r\), are continuous with respect to the topology defined by \(\mathcal{K}_r\) (see (2.1)).

**Remark 3.8.** The linear maps \(\mathcal{S}\) and \(\pi\) do not need to be continuous with respect to the topology induced by \(\mathcal{K}_r\). In fact they can be thought just as formal maps

\[ \hat{\mathcal{S}} : \hat{\mathcal{F}}_{r,m}^{>0} \to \hat{\mathcal{A}}_n^\mathbb{Z} \quad \text{and} \quad \pi : \hat{\mathcal{A}}_n^\mathbb{Z} \to \text{Image}(\hat{\mathcal{S}}) \subset \hat{\mathcal{A}}_n^\mathbb{Z} \]

(\(\hat{\mathcal{F}}_{r,m}^{>0}\) denotes the formal completion of \(\mathcal{F}_{r,m}^{>0}\)). As mentioned above, the big denominators property leads to the fact \(\mathcal{S}^{-1} \circ \pi\) is continuous with respect to that topology.

**Theorem 3.9** (Variation of the main theorem on nonlinear systems of PDEs). Suppose \(\mathbf{m} = (m_1, \ldots, m_r) \in \mathbb{N}_r^r\) is a fixed multi-index. Let \(q \geq 0\) and \(d \geq -\min_i m_i\) be integers. Let us consider a triple \((\mathcal{S}, \mathcal{T}, \pi)\) such that:

(i) \(\mathcal{T}\) is an analytic differential map of order \(\mathbf{m}\) that strictly increases the order by \(q - d\) and \(j_0^q \mathcal{T}(0) = 0\).

(ii) \(\mathcal{T}\) is \(d\)-regular, that is, for any formal map \(F = (F_1, \ldots, F_r)\) with \(\text{ord}_0 F_i \geq m_i + 1 + d\), then

\[ \text{ord}_0 \left( \frac{\partial W_i}{\partial u_j, \alpha} (x, \partial F) \right) \geq p_{j,|\alpha|} \]

where

\[ p_{j,|\alpha|} = \max(0, |\alpha| + q + 1 - m_j - d). \]

Here, we have set \(\partial F := (\frac{\partial |\alpha| F_i}{\partial x^\alpha}, 1 \leq i \leq r, 0 \leq |\alpha| \leq m_i)\).

(iii) \(\mathcal{S} : \mathcal{F}_{r,m}^{>d} \to \mathcal{A}_n^\mathbb{Z}\) is linear and increases the order by \(q - d\).
(iv) The linear map $\pi : \mathbb{A}_n^x \to \text{Image}(\delta) \subset \mathbb{A}_n^x$ is a projection.

(v) The map $\delta$ admits left-inverse $\delta^{-1} : \text{Image}(S) \to \mathbb{A}_n^s$ such that the composition $\delta^{-1} \circ \pi$ satisfies: there exists a constant $C > 0$ such that for any $G \in \mathbb{A}_n^s$ of order $\geq q + 1$, one has for all $1 \leq i \leq r$,

$$\frac{d^{m_i} z^{q-d} \delta^{-1} \circ \pi(G)}{dz^{m_i}} < C G.$$  

Then the equation

$$\delta(F) = \pi(\mathcal{T}(F))$$

has an analytic solution $F \in \mathcal{F}^{I_q,d}_{r,m}$.

### 3.3. From Theorem 3.6 to Theorem 2.13

Let us prove that Theorem 2.13 is a corollary of Theorem 3.6. We are given an analytic differential action of order $m$. Hence, given $R_{\geq q} \subset \mathbb{A}_n^s$ of order $> q$ and $F \in \mathcal{F}^{I_q,d}_{r,m}$, the action is defined, according to (2.4), by

$$(\text{id} + F)_*(P^{(q)} + R_{\geq q}) = P^{(q)} + R_{\geq q} + \delta(F) + \mathcal{T}(R_{\geq q}, F)$$

and $\mathcal{T}(R_{\geq q}, F) = W(x, j_x^m F)$ for some analytic map $W$ at the origin in the jet-space. We assume that $\delta$ and $\pi$ are linear operators such that one has

$$\delta(\mathcal{F}^{(i)}_{r,m}) \subset (\mathbb{A}_n^s)^{(q+i)}, \quad \pi((\mathbb{A}_n^s)^{(i)}) \subset (\mathbb{A}_n^s)^{(i)} \cap \text{Image}(\delta).$$

The projection operator $\text{Id} - \pi$ is supposed to define the formal normal form space. Therefore, that $(\text{Id} + F)$ conjugates $P^{(q)} + R_{\geq q}$ to a normal form means that

$$\pi((\text{id} + F)_*(P^{(q)} + R_{\geq q}) - P^{(q)}) = 0.$$  

In other words, $F$ is solution to the problem

$$\delta(F) + \pi(R_{\geq q} + W(x, j_x^m F)) = 0.$$  

Let us set $\mathcal{T}(F) := -(R_{\geq q} + W(x, j_x^m F))$. According the filtering property (2.5) (resp. (2.6)), $\delta$ (resp. $\mathcal{T}$ strictly) increases the order by $q$. Moreover, $\mathcal{T}$ is regular since the action is, so that $W$ is regular. Moreover, $\mathcal{T}(0) = -R_{\geq q}$ has order $> q$ at the origin. Hence, the first three points of Definition 3.5 are satisfied.

The operator $\delta$ can have a kernel. So each space $\mathcal{F}^{(i)}_{r,m}$ of “homogeneous” polynomial mapping degree $i$ can be decomposed as a direct sum into

$$\mathcal{F}^{(i)}_{r,m} = \ker \delta^{(i)}_{\mathcal{F}^{(i)}_{r,m}} \oplus C^{(i)}$$

for some chosen subspace $C^{(i)}$. This choice defines a right inverse of $\delta^{(i)}$,

$$(\delta^{(i)})^{-1} : \text{Image} \delta^{(i)} \to C^{(i)},$$

and $\delta^{(i)}$ is injective on $C^{(i)}$.

Estimates (2.11) can be rephrased as follows: for any $i \geq 1$ and $A^{(i+q)} \in (\mathbb{A}_n^s)^{(i+q)}$, we have

$$\|((\delta_j^{-1} \circ \pi(A^{(i+q)}))(i+m_j))\| \leq C \frac{\|A^{(i+q)}\|}{i^m_j}, \quad j = 1, \ldots, r,$$

with a constant $C > 0$ which does not depend on $i$ and on $G$. Hence, (3.2) is satisfied.
4. Proof of the Main Theorem 3.6

The proof goes as follows: We first prove that there exists a unique formal solution to the problem. Then, we show that this formal solution is dominated by a solution of an analytic system of nonlinear ordinary differential equations that has a kind of regular singularity at the origin. We then prove that this last solution is indeed analytic in a neighborhood of the origin.

4.1. Existence of a formal solution. Given equation (3.1), with \((S, \mathcal{T}, \pi)\) having the big denominators property of order \(m\), let us first show that there exists a formal solution \(F\) to

\[
F = S^{-1}(\pi(\mathcal{T}(F))).
\]

We look for an \(r\)-tuple of formal power series

\[
F = \sum_{k \geq 1} F^{(k)}, \quad F^{(k)} := (F_1^{(m_1+k)}, \ldots, F_r^{(m_r+k)}),
\]

where \(F_j^{(m_j+k)}\) is an homogeneous polynomial of degree \(m_j + k\). We shall say such an \(r\)-tuple \(F^{(k)}\) is “homogeneous of degree \(k\)” when it does not lead to confusion. The order of an \(r\)-tuple of formal power series is the greatest integer \(i\) such that \(F^{(k)} \neq 0\).

Let us prove by induction on the degree \(k \geq 1\) that \(F^{(k)}\) is uniquely determined by

\[
F^{(1)} := (S^{-1} \circ \pi(\mathcal{T}(0)))^{(1)}, \quad F^{(k)} := (S^{-1} \circ \pi(\mathcal{T}(F_{m+1} + \cdots + F_{k-1})))^{(k)}, \quad k > 1.
\]

By assumption, we have \(\text{ord}_0 \mathcal{T}(0) \geq 1\). Since \(\mathcal{T}\) strictly increases the order by \(q\), we get

\[
\text{ord}_0(\mathcal{T}(F) - \mathcal{T}(0)) > q + 1, \quad \text{i.e. } \int_0^{q+1} (\mathcal{T}(F) - \mathcal{T}(0)) = 0.
\]

According to the big denominators properties, we have

\[
\text{ord}_0(S^{-1}(\pi(\mathcal{T}(F))) - S^{-1}(\pi(\mathcal{T}(0)))) > 1.
\]

On the other hand, we have

\[
F = S^{-1} \circ \pi(\mathcal{T}(0)) + (S^{-1}(\pi(\mathcal{T}(F))) - S^{-1}(\pi(\mathcal{T}(0)))).
\]

Therefore, \(F^{(1)}\) is uniquely defined by

\[
F^{(1)} := (S^{-1}(\pi(\mathcal{T}(0))))^{(1)}.
\]

Assume that \(F^{(1)}, \ldots, F^{(k-1)}\) are known by induction. Let us set \(S_{k-1} := \sum_{i=1}^{k-1} F^{(i)}\). Let us show that \(F^{(k)} = (S^{-1} \circ \pi(\mathcal{T}(S_{k-1})))^{(k)}\). Indeed, we have

\[
F = S^{-1} \circ \pi(\mathcal{T}(S_{k-1})) + (S^{-1}(\pi(\mathcal{T}(F))) - S^{-1}(\pi(\mathcal{T}(S_{k-1})))).
\]

We have

\[
\text{ord}_0(S^{-1}(\pi(\mathcal{T}(F))) - S^{-1}(\pi(\mathcal{T}(S_{k-1})))) \geq \text{ord}_0(\mathcal{T}(F) - \mathcal{T}(S_{k-1})) - q.
\]

Since \(\mathcal{T}\) increases the order by \(q\), we have

\[
\text{ord}_0(\mathcal{T}(F) - \mathcal{T}(S_{k-1})) > \text{ord}_0(F - S_{k-1}) + q.
\]
Hence, we have
\[
\text{ord}_0(S^{-1}(\pi(F)) - S^{-1}(\pi(S_{k-1}))) > k
\]
and we are done.

4.2. Existence of an analytic majorant. In the previous subsection, we proved that the problem has a formal solution. We shall prove that this solution is dominated by a germ of an analytic map. This germ is defined to the solution of some system of analytic nonlinear ordinary differential equations. The key statement in the proof of Theorem 3.6 is as follows.

Proposition 4.1. Under the assumptions of Theorem 3.6, there exists an integer \( k \geq 0 \), a germ \( G(t, u_{j,1}; 1 \leq i \leq r, 0 \leq l \leq m_j) \) of an analytic function of \((m_1 + 1) + \cdots + (m_r + 1) + 1\) variables and there exists germs of analytic functions \( f_1, \ldots, f_r \) of one variable vanishing at the origin such that, for all \( 1 \leq j \leq r \),

(i) we have
\[
\frac{d^{m_j} z^{m_j + q + k} f_j}{dz^{m_j}}(z) = CG\left(z, \frac{d^{l} z^{m_j + k} f_j(z)}{dz^{l}}, 1 \leq j \leq r, 0 \leq l \leq m_j\right),
\]
where \( C \) is the constant involved in the big denominators property.

(ii) we have
\[
F_j(z) - F_j^\leq z^{m_j + k} < z^{m_j + k} f_j(z).
\]

We shall first construct the majorant function \( G \) and we shall then prove that if the functions \( f_j \) are formal solutions of the system (4.1), then the estimates (4.2) hold. On the other hand, we shall prove that the system (4.1) has indeed a germ of an analytic solution vanishing at the origin. The regularity assumption will say that the system has only a regular singularity at the origin.

4.2.1. Construction of majorant system of differential equations with regular singularity. The function \( G \) of \( m + 2 \) variables in Proposition 4.1 can be constructed as follows, from the map \( W : J^m A^r_n \rightarrow \mathbb{R}^s \) in Definition 3.1 and the constant \( C \) in Definition 3.5 (iv). Denote by
\[
v = (x_1, \ldots, x_n, u_{j,\alpha}), \quad j \in \{1, \ldots, k\}, \quad \alpha = (\alpha_1, \ldots, \alpha_n), \quad |\alpha| \leq m,
\]
the local coordinates in \( J^m A^r_n \), where \( u_{j,\alpha} \) corresponds to the partial derivative \( \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}} \) of the \( j \)-th component of a vector function \( F \in \mathbb{R}^r_n \).

The mapping \( W = (W_1, \ldots, W_s) \) is analytic in a neighborhood of 0 and \( W(0) = 0 \). We recall that the equation has a unique formal solution \( F = (F_1, \ldots, F_r) \). Let \( k \geq 1 \) and let us define
\[
F^{\leq k} := (F_1^{\leq k + m_1}, \ldots, F_r^{\leq k + m_r}).
\]
In other words, \( F^{\leq k} \) is the vector whose coordinates are the \((k + m_j)\)-jet at the origin of \( F_j \), \( 1 \leq j \leq r \).

In order to simplify the notation, we shall also write
\[
\partial F^{\leq k} := \left(\frac{\partial^{|\alpha|} F_i^{\leq m_i + k}}{\partial x^\alpha}, 1 \leq i \leq r, \quad |\alpha| \leq m_i\right).
\]
Let us write the formal solution as a sum

\[ F := F^{\leq k} + F^{> k} \]

where \( F^{> k} = (F^{> m_1 + k}, \ldots, F^{> m_r + k}) \) and \( \text{ord}_0(F^{> m_i + k}) > m_i + k \). Let us Taylor expand

\( \mathcal{T}(F) = W(x, \partial F) \)

at the point \((x, \partial F^{\leq k})\) at order 2 with integral rest. We have

\[
W_i(x, \partial F) = W_i(x, \partial F^{\leq k}) + \sum_{j=1}^{r} \sum_{|\alpha| \leq m_j} \frac{\partial W_i}{\partial u_{j,\alpha}}(x, \partial F^{\leq k}) \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha}}
\]

\[
+ \sum_{j,j'=1}^{r} \sum_{|\alpha|,|\alpha'| \leq m_j} H_{i,j,j',\alpha,\alpha'}(x, \partial F^{\leq k}, \partial F^{> k}) \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha}} \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha'}}.
\]

Here, \( H_{i,j,j',\alpha,\alpha'} \) is analytic in all its variables at the origin. The equation to solve is

\( \mathcal{S}(F) = \pi(W(x, \partial F)). \)

We assume \( \mathcal{S} \) to be linear and increases the order by \( q \). We also assume that \( \pi \) is a linear projection. This leads to

\[ F^{> k} = \mathcal{S}^{-1} \circ \pi(W(x, \partial F)) - F^{\leq k}. \]

Since \( F^{> k} \) is of order \( > k \) at the origin, it follows that

\( \mathcal{S}(F^{> k}) = \pi(W(x, \partial F)) - \mathcal{S}(F^{\leq k}) = \pi(W(x, \partial F) - \mathcal{S}(F^{\leq k})) \)

has order \( \geq k + q + 1 \) at the origin. Since \( \mathcal{S} \) (resp. \( \mathcal{T} \)) increases (resp. strictly) the order by \( q \), we have

\[
\text{ord}_0(\mathcal{S}(F^{\leq k}) - \mathcal{S}(F)) \geq \text{ord}_0(F^{\leq k} - F) + q \geq k + 1 + q,
\]

\[
\text{ord}_0(\mathcal{T}(F^{\leq k}) - \mathcal{T}(F)) > \text{ord}_0(F^{\leq k} - F) + q > k + 1 + q.
\]

Therefore, we have

\( \text{ord}_0(\mathcal{S}(F^{\leq k}) - \mathcal{T}(F^{\leq k})) \geq k + 1 + q. \)

Therefore, we can majorize as follows:

\[
W_i(x, \partial F) - \mathcal{S}_i(F^{\leq k}) = w_{i,k} + \sum_{j=1}^{r} \sum_{|\alpha| \leq m_j} \frac{\partial W_i}{\partial u_{j,\alpha}}(x, \partial \bar{F}^{\leq k}) \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha}}
\]

\[
+ \sum_{j,j'=1}^{r} \sum_{|\alpha|,|\alpha'| \leq m_j} \bar{H}_{i,j,j',\alpha,\alpha'}(x, \partial \bar{F}^{\leq k}, \partial \bar{F}^{> k}) \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha}} \frac{\partial |F^{> m_j + k}}{\partial x^{\alpha'}}
\]

where we have set \( w_{i,k} := W_i(x, \partial F^{\leq k}) - \mathcal{S}_i(F^{\leq k}) \).
We recall that
\[ p_{j,|\alpha|} = \max(0, |\alpha| + q + 1 - m_j). \]
According to (4.4) and by assumption, we have
\[
\begin{align*}
\ord_0(w_{i,k}) &\geq k + q + 1, \\
\ord_0 \left( \frac{\partial W_i}{\partial u_{j,\alpha}} (x, \partial F^{\leq k}) \right) &\geq p_{j,|\alpha|}.
\end{align*}
\]

Let us fix an integer \( k > 0 \). Since each function
\[ H_{i,j',\alpha,\alpha'}(x, \partial F^{\leq k}, u_{p,\beta}, 1 \leq p \leq r, 0 \leq |\beta| \leq m_p) \]
is analytic in a neighborhood of the origin in \( \mathbb{R}^t \), there exist positive constants \( M, c \) such that
\[
H_{i,j',\alpha,\alpha'}(x, \partial F^{\leq k}, u_{p,\beta}, 1 \leq p \leq r, 0 \leq |\beta| \leq m_p) < \frac{M}{1 - c(x_1 + \cdots + x_n + \sum_{p=1}^r \sum_{k=0}^{m_r} \sum_{|\alpha|=k} u_{p,\alpha})}.
\]
Furthermore, each function \( w_{i,k} \) and \( \frac{\partial W_i}{\partial u_{j,\alpha}} (x, \partial F^{\leq k}) \) are analytic in same neighborhood of the origin in \( \mathbb{R}^n \). Hence, we have
\[
\begin{align*}
w_{i,k}(x) &< \frac{M(x_1 + \cdots + x_n)^{k+q+1}}{1 - c(x_1 + \cdots + x_n)}, \\
\frac{\partial W_i}{\partial u_{j,\alpha}} (x, \partial F^{\leq k}) &< \frac{M(x_1 + \cdots + x_n)^{p_{j,|\alpha|}}}{1 - c(x_1 + \cdots + x_n)}.
\end{align*}
\]
As a consequence, we have
\[
\text{(4.6)} \quad \frac{W_i(x, \partial F) - \delta_i(F^{\leq k})}{M} \leq \frac{1}{1 - c(x_1 + \cdots + x_n)} \left[ (x_1 + \cdots + x_n)^{k+q+1} \right. \\
+ \sum_{j=1}^r \sum_{|\alpha| \leq m_j} (x_1 + \cdots + x_n)^{p_{j,|\alpha|}} \left. \frac{\partial |\alpha| \hat{F}_{j,\alpha}^{m_j+k}}{\partial x^\alpha} \right] \\
+ \frac{M(\sum_{j,j'=1}^r \sum_{|\alpha|,|\alpha'| \leq m_j} \frac{\partial |\alpha| \hat{F}_{j,\alpha}^{m_j+k}}{\partial x^\alpha} \frac{\partial |\alpha'| \hat{F}_{j',\alpha'}^{m_{j'}+k}}{\partial x^{\alpha'}})}{1 - c(x_1 + \cdots + x_n + \sum_{p=1}^r \sum_{k=0}^{m_r} \sum_{|\alpha|=k} u_{p,\alpha})}.
\]
We will show that, if \( k \) is large enough, then we can find germs of analytic functions \( f_{j,k}(z), 1 \leq j \leq r \), vanishing at the origin, such that the formal solution to equation (3.1),
\[ F = (F_1^{\leq m_1+k} + F_1^{> m_1+k}, \ldots, F_r^{\leq m_r+k} + F_r^{> m_r+k}), \]
satisfies
\[ \hat{F}_{j}^{> m_j+k}(z) \leq z^{m_j+k} f_{j,k}(z) \]
for \( 1 \leq j \leq r \).
Lemma 4.2. Let $Q = (q_1, \ldots, q_n)$ be a multi-index such that $|Q| = l$. Then, there exists a positive constant $c_1$ such that for any power series $f, g$ of $n$ variables

(i) we have
\[
\frac{\partial^l f}{\partial x^Q} < \frac{d^l \hat{f}}{dz^l}, \quad \sum_{|Q|=l} \frac{\partial^l f}{\partial x^Q} < c_1 \frac{d^l \hat{f}}{dz^l}.
\]

(ii) it holds $\hat{f}(z) < \hat{f}(z)\hat{g}(z)$.

Proof. Let us write $f = \sum f_\alpha x^\alpha$. Recall that $\|f^{(k)}\| = \sum_{|\alpha|=k} |f_\alpha|$. Hence, we have $\hat{f}(z) = \hat{f}(z, \ldots, z)$. So, (ii) follows from the fact that $\hat{f} \hat{g} < \hat{f} \hat{g}$. We have
\[
\frac{\partial^l f}{\partial x^Q} = \sum \frac{\alpha_1! \cdots \alpha_n!}{(\alpha_1 - q_1)! \cdots (\alpha_n - q_n)!} f_\alpha x^{\alpha - Q}.
\]

If $0 \leq m \leq n$ and $0 \leq k \leq n$, then
\[
(1 + t)^m (1 + t)^{n-m} = \sum_{i=0}^{m} C_m^i \left( \sum_{j=0}^{n-m} C_n^j t^j \right)^i = \sum_{k=0}^{n} \left( \sum_{0 \leq i \leq m, 0 \leq j \leq n-m} C_m^i C_n^j \right) t^k
\]
where $C_n^k = \frac{n!}{k!(n-k)!}$. Therefore, we have
\[
C_n^k = \sum_{0 \leq i \leq m, 0 \leq j \leq n-m} C_m^i C_n^j.
\]

As a consequence, we obtain by induction on $n \geq 1$ that
\[
\frac{\alpha_1! \cdots \alpha_n!}{(\alpha_1 - q_1)! \cdots (\alpha_n - q_n)!} \leq \frac{|\alpha|!}{|\alpha| - |Q|!} \frac{q_1! \cdots q_n!}{|Q|!} \leq \frac{|\alpha|!}{(|\alpha| - |Q|)!}.
\]

Therefore for any $p \geq 0$ one has
\[
\|\left( \frac{\partial^l f}{\partial x^Q} \right)^{(p)}\| \leq \|f^{(p+i)}(p + l)! p! f^{(p)}(p + l)! p!^2 = \left( \frac{d^l \hat{f}}{dz^l} \right)^{(p)}
\]
which proves the first part of the first point. The second part is obtain as follows:
\[
\sum_{|Q|=l} \frac{\partial^l f}{\partial x^Q}(z) = \sum_{|Q|=l} \frac{\partial^l f}{\partial x^Q}(z, \ldots, z) = \sum_{\alpha} \sum_{|Q|=l} \frac{\alpha_1! \cdots \alpha_n!}{(\alpha_1 - q_1)! \cdots (\alpha_n - q_n)!} f_\alpha |z|^{\alpha - l}
\]
\[
< \sum_{p>l} \sum_{|\alpha|=p} \sum_{|Q|=l} \frac{p! \cdots q_n!}{(p-l)!} |f_\alpha| |z|^{p-l}
\]
\[
< \sum_{p>l} \frac{p!}{(p-l)!} \left( \sum_{|Q|=l} \frac{q_1! \cdots q_n!}{l!} \right) \sum_{|\alpha|=p} |f_\alpha| z^{p-l}
\]
\[
< c_l \sum_{p>l} \frac{p!}{(p-l)!} \|f^{(p)}\| z^{p-l}
\]
\[
< c_l \frac{d^l \hat{f}}{dz^l}(z).
\]

Here we have set $c_l := (\sum_{|Q|=l} \frac{q_1! \cdots q_n!}{l!})$ if $l > 0$ and $c_0 := 1$. \hfill \qedsymbol
Remark 4.3. The previous lemma holds true if the norm of Definition 2.2 is replaced by the modified Belitskii norm: indeed, we have

\[
\left\| \frac{\partial^l f}{\partial x^l} \right\|^2 = \sum_\alpha \left( \frac{\alpha_1! \cdots \alpha_n!}{(\alpha_1 - q_1)! \cdots (\alpha_n - q_n)!} \right)^2 |f_{\alpha}|^2 \| x^{\alpha - Q} \|^2
\]

\[
= \sum_\alpha \left( \frac{\alpha_1! \cdots \alpha_n!}{(\alpha_1 - q_1)! \cdots (\alpha_n - q_n)!} \right)^2 |f_{\alpha}|^2 \frac{(\alpha - Q)!}{(|\alpha| - |Q|)!}
\]

\[
= \sum \frac{\alpha_1! \cdots \alpha_n!}{|\alpha|!} |f_{\alpha}|^2 \frac{\alpha_1! \cdots \alpha_n!|\alpha|!}{(\alpha - Q)!((|\alpha| - |Q|)!)}
\]

\[
\leq \| f^{(p+1)} \|^2 \left( \frac{|\alpha|!}{(|\alpha| - |Q|)!} \right)^2.
\]

The last inequality is due to (4.7). The product inequality is proved in [20, Proposition 3.6].

Therefore, if \( F > m_j \mathbf{f}_{j,k} (z) \) and \( 0 \leq l \leq m_j \), then

\[
\sum_{|\alpha|=l} \frac{\partial^{|\alpha|}}{\partial x^{|\alpha|}} F_j^{>m_j+k} \leq c_l \frac{d^l z^{m_j+k} \mathbf{f}_{j,k} (z)}{d z^l}.
\]

This property leads us to define the following germ, at the origin, of an analytic function of \((m_1 + 1) + \cdots + (m_r + 1) + 1\) variables:

\[
G(z, z_j, 1 \leq j \leq r, 0 \leq l \leq m_p)
\]

\[
:= \frac{M}{1 - cnz} \left[ (nz)^{k+q+1} + \sum_{j=1}^{m_p} \sum_{l=0}^{r} (nz)^{p_j,l} c_{l,z_{j,l}} \right] + \frac{M(\sum_{j,l} z_{j,l})}{1 - (nz + \sum_{j=1}^{m_p} \sum_{l=0}^{r} c_{l,z_{j,l}})}.
\]

Let us consider the following system of analytic nonlinear differential operators:

\[
\mathcal{L}_i (f) := \frac{d^{m_i} z^{q+m_i+k} f_i (z)}{d z^{m_i}} - CG \left( z, \frac{d^l z^{m_j+k} f_j (z)}{d z^l} \right), 1 \leq j \leq r, 0 \leq l \leq m_j.
\]

Here, the constant \( C \) is the one defined by the big denominators property and \( f = (f_1, \ldots, f_r) \) is the unknown function, vanishing at the origin.

Let \( F \) be the formal solution of \( F = S^{-1} \circ \pi (\mathcal{T} (F)) \) as defined previously. Let us prove that, for all \( 1 \leq j \leq r \),

\[
\widehat{F}_{j}^{>m_j+k} < z^{m_j+k} f_j.
\]

We recall that \( f_j \) vanishes at the origin.

Let us prove by induction on the degree \( i \geq m_j + k + 1 \), \( 1 \leq j \leq r \), of the Taylor expansion that

\[
\| F_j^{(i)} \| \leq f_{i-m_j-k}.
\]
We recall that $F^{>k} = (F_1^{>m_1+k}, \ldots, F_r^{>m_r+k})$. According to equation (4.3), we have

$$\mathcal{S}(F^{>k}) = \pi(\mathcal{T}(F) - \mathcal{S}(F^{\leq k})).$$

According to the big denominators property, we have

$$d_{m_j} \left( z^q \left( \tilde{F}_j^{>m_j+k} \right) \right) < C \mathcal{T}(F) - \mathcal{S}(F^{\leq k})$$

where

$$\mathcal{T}(F) = \sum_{i \geq 0} \left\| (\mathcal{T}(F))^{(i)} \right\| z^i.$$

We recall that $(\mathcal{T}(F))^{(i)}$ denotes the homogeneous (vector) component of degree $i$ in the Taylor expansion at 0 of $\mathcal{T}(F)$. Its norm is the maximum of the norms of its coordinates component (see definition 2.2). According to (4.6), we have

$$W_i(x, \partial F) - \mathcal{S}_i(F^{\leq k}) < \frac{M}{1 - c(x_1 + \cdots + x_n)} \left[ (x_1 + \cdots + x_n)^{k+q+1} + \sum_{j=1}^r \sum_{|\alpha| \leq m_j} (x_1 + \cdots + x_n)_{P_j, |\alpha|}^{\partial |\alpha|} \frac{\partial \hat{F}_j^{>k}}{\partial x^{\alpha}} \right] + \frac{M(\sum_{j, j'=1}^r \sum_{|\alpha|, |\alpha'| \leq m_j} (\partial^{\alpha} \hat{F}_j^{>k} \partial^{\alpha'} \hat{F}_j^{>k})^{(i)}}{1 - c(x_1 + \cdots + x_n + \sum_{k=0}^{m_j} \sum_{|\alpha| = k} f_{p, \alpha})}.$$

Let us set, for $\leq j \leq r, k + 1 \leq K$,

$$\hat{F}_j^{>m_j+k+1, m_j+K}(z) := \sum_{i=m_j+k+1}^{m_j+K} \| F_j^{(i)} \| z^i, \quad f^{\leq K}(z) := \sum_{i=1}^{K} f_i z^i.$$

Furthermore, we shall set for convenience

$$\hat{F}^{k+1, K} := (\hat{F}_1^{>m_1+k+1, m_1+K}, \ldots, \hat{F}_r^{>m_r+k+1, m_r+K}).$$

Let us assume that, by induction on $m \geq 1$, we have

$$\hat{F}_j^{>m_j+k+1, m_j+k+m} < z^{m_j+k} f^{\leq m}.$$n

Let us prove that $\hat{F}_j^{>m_j+k+1, m_j+k+m+1} < z^{m_j+k} f^{\leq m+1}$. Hence, we have for all $1 \leq j \leq r$ and a nonnegative integer $p \leq m_j$,

$$\frac{d^p \hat{F}_j^{>m_j+k+1, m_j+k+m}}{dz^p}(z) < \frac{d^p z^{m_j+k} f^{\leq m}}{dz^p}(z).$$

According to Lemma 4.2, we have

$$\sum_{|\alpha| = p} \frac{\partial |\alpha|}{\partial x^{\alpha}} \left( \hat{F}_j^{>m_j+k+1, m_j+k+m} \right)(z, \ldots, z) < c_p \frac{d^p \hat{F}_j^{>m_j+k+1, m_j+k+m}}{dz^p}(z) < c_p \frac{d^p z^{m_j+k} f^{\leq m}}{dz^p}(z).$$
According to the definition (4.8) of $G$ and estimate (4.6), we obtain, for $1 \leq i \leq r$,

$$
W_i(x, \partial F^{k+1,k+m}) - S_i(F^{\leq k})(z, \ldots, z) < G\left( z, \frac{d^{l} z^{m_j+k} f^j_{m_j+k} \leq m}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m_j \right).
$$

On the other hand, according to (4.10) and taking the $(k + m + q + 1)$-jet at the origin, we obtain

$$
\frac{d^{m_j}(z^{q} \hat{F}^{m_j+k+1,m_j+k+m+1})}{dz^{m_j}} = \frac{\left( \frac{d^{m_j}(z^{q} \hat{F}^{m_j+k})}{dz^{m_j}} \right)_{\leq k+m+q+1}}{\left( \frac{d^{m_j}(z^{q} \hat{F}^{m_j+k})}{dz^{m_j}} \right)_{\leq k+m+q+1}} < C\left( (T(F) - \delta(F^{\leq k}))_{\leq k+m+q+1} \right).
$$

Since both $T$ and $G$ strictly increase the order by $q$, we have

$$(T(F))_{\leq k+m+q+1} = (T(F^{\leq k+m}))_{\leq k+m+q+1}.$$ Indeed, the order at the origin of $T(F) - cT(F^{\leq k+m})$ is strictly greater than $k + m + 1 + q$. Furthermore, the $(k + q + m + 1)$-jet of

$$G\left( z, \frac{d^{l} z^{m_j+k} f^j_{m_j+k} \leq m}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m_j \right)$$

at the origin is nothing but the $(k + q + m + 1)$-jet of

$$G\left( z, \frac{d^{l} z^{m_j+k} f^j_{m_j+k} \leq m}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m_j \right)$$

at the origin.

Combining all these last estimates, we obtain

$$\frac{d^{m_j}(z^{q} \hat{F}^{m_j+k+1,m_j+k+m+1})}{dz^{m_j}} < C\left( (T(F) - \delta(F^{\leq k}))_{\leq k+m+q+1} \right)$$

$$= C(T(F^{\leq k+m}) - \delta(F^{\leq k}))_{\leq k+m+q+1}$$

$$< \left( G\left( z, \frac{d^{l} z^{m_j+k} f^j_{m_j+k} \leq m}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m_j \right) \right)_{\leq k+m+q+1}$$

$$= \left( G\left( z, \frac{d^{l} z^{m_j+k} f^j_{m_j+k} \leq m}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m_j \right) \right)_{\leq k+m+q+1}$$

$$= \frac{d^{m_i}(z^{q+m_i} f^{\leq k+m+1})}{dz^{m_i}}.$$ Hence, we have shown that

$$\frac{d^{m_j}(z^{q} \hat{F}^{m_j+k+1,m_j+k+m+1})}{dz^{m_j}} < \frac{d^{m_i}(z^{q+m_i} f^{\leq k+m+1})}{dz^{m_i}}.$$ Comparing the coefficient of $z^{k+m+q+1}$, we obtain

$$\| F^{(m_j+k+m+1)}_j \| \leq f^{k+m+1},$$

and we are done.
4.2.2. Existence of an analytic solution of the majorizing system. In this subsection, we shall prove that the system of differential equations (4.1) has an analytic solution vanishing a the origin. We shall show that this system has a kind of regular singularity at the origin. In fact, if there were only one big denominators, that is, \( r = 1 \), then the system reduces indeed to a differential equation with regular singularity at the origin. To prove the existence of an analytic solution, we shall apply a modification of the argument used by B. Malgrange in order to prove the existence of analytic solution of a regular differential equation [21]. The way to proceed is to rescale the equation by a scalar \( \lambda \) and then to prove that solving the system of differential equation corresponds to finding a solution of an implicit function theorem in a suitable Banach space of analytic functions.

Let us rescale these equations by the mean of the map \( t \mapsto \lambda t \). Let us denote
\[
g_\lambda(t) := g(\lambda t).
\]
Then we have
\[
\lambda \left( \frac{dg}{dz} \right)_\lambda = \frac{dg_\lambda}{dz}.
\]
Hence, we have
\[
(\mathcal{L}_i(f))_\lambda = \lambda^{q+k} \frac{d^{m_i}z^{m_i+q+k}(f_i)_\lambda}{dz^{m_i}}(z) - CG \left( \lambda z, \lambda^{m_j+k-l}\frac{d^l z^{m_j+k}(f_j)_\lambda}{dz^l}, 1 \leq j \leq r, 0 \leq l \leq m_j \right).
\]
We have, with a short notation,
\[
G(\lambda z, \lambda^{m_j+k-l}\frac{d^l z^{m_j+k}(f_j)_\lambda}{dz^l}) = \frac{M}{1-cn\lambda z} \left[ \lambda^{k+q+1}(nz)^{k+q+1} + \sum_{j=1}^{r} \sum_{l=0}^{m_j} \lambda^{m_j+p_{j,l}+k-l}(nz)^{p_{j,l}} c_l \frac{d^l z^{m_j+k}(f_j)_\lambda}{dz^l} \right] + A_2(\lambda)
\]
where we have written
\[
A_2(\lambda) := \frac{M \left( \sum_{j,j'=1}^r \sum_{1 \leq l \leq m_j} c_l c_{l'} \lambda^{m_j+l+2k-l-l'} \frac{d^l z^{m_j+k}(f_j)_\lambda}{dz^l} \frac{d^{l'} z^{m_j+k}(f_{j'})_{\lambda}}{dz^{l'}} \right)}{1-c(n\lambda z + \sum_{j=1}^r \sum_{l=0}^{m_j} c_l \lambda^{m_j+k-l} \frac{d^l z^{m_j+k}(f_j)_\lambda}{dz^l})}.
\]
According to the definition (2.8) of \( p_{j,l} \), we have \( m_j + p_{j,l} + k - l - (q + k) \geq 1 \). Furthermore, assume \( k \) is large enough such that
\[
(4.13) \quad m_{j'} + m_j + 2k - l - l' - (q + k) \geq 1, \quad m_j + k - l \geq 0.
\]
It is sufficient that
\[
(4.14) \quad k \geq q + 1.
\]
As a consequence, dividing \( \mathcal{L}_i(f) \) by \( \lambda^{q+k} \), we obtain the following system of differential operators:

\[
L_i(f_\lambda) := \frac{d^{m_i}z^{m_i+q+k}(f_j)}{dz^{m_i}} - \lambda \tilde{G} \left( \lambda, z, \frac{d^l z^{m_j+k}(f_j)}{dz^l}, 1 \leq j \leq r, 0 \leq l \leq m_j \right)
\]

for some analytic \( \tilde{G} \), in all its variables, at the origin.

Let us consider, for \( m \geq 0 \), the space \( H^m \) of power series \( f = \sum_{k \geq 1} a_k z^k \) such that

\[
\|f\|_m := \sum_{l \geq 1} |a_l| l^m < +\infty.
\]

There exists a constant \( C \) such that for any \( f \in H^{m_i} \),

\[
\left\| \frac{d^{m_i}z^{m_i+q+k} f}{dz^{m_i}} \right\|_0 = \sum_{l \geq 1} |f_l|(m_i + l + q + k) \cdots (1 + l + q + k) \leq C \|f\|_{m_i}.
\]

This means that \( \frac{d^{m_i}z^{m_i+q+k} f}{dz^{m_i}} \in H^0 \). Furthermore, since \( H^m \hookrightarrow H^{m'} \) for \( m' \leq m \), we have

\[
\frac{d^l z^{m_j+k} f}{dz^l} \in H^0.
\]

On the other hand, by Lemma 5.4, \( H^0 \) is a Banach algebra since \( \|fg\|_0 \leq \|f\|_0 \|g\|_0 \). As a consequence, we can consider the analytic mapping

\[
L(\lambda, f_1, \ldots, f_r) : (\mathbb{R}, 0) \times H^{m_1} \times \cdots \times H^{m_r} \to (H^0)^r
\]

given by

\[
(\lambda, f_1, \ldots, f_r) \mapsto \left( \frac{d^{m_i}z^{m_i+q+k} f_i}{dz^{m_i}} - \lambda \tilde{G} \left( \lambda, z, \frac{d^l z^{m_j+k} f_j}{dz^l}, 1 \leq j \leq r, 0 \leq l \leq m_j \right) \right)_{i=1,\ldots,r}.
\]

We have \( L(0) = 0 \). Moreover, the differential of \( L \) with respect to \( (f_1, \ldots, f_l) \), at the origin, in the direction \( v = (v_1, \ldots, v_r) \) is

\[
D_f L(0)v = \left( \frac{d^{m_i}z^{m_i+q+k} v_i}{dz^{m_i}} \right)_{i=1,\ldots,r}.
\]

It is invertible from the space \( H^{m_1} \times \cdots \times H^{m_r} \) on the subspace of \( (H^0)^r \) of elements of order \( \geq k + q + 1 \). According to the analytic implicit function theorem, there exists a map

\[
\lambda \in (\mathbb{R}, 0) \mapsto (f_1(\lambda), \ldots, f_r(\lambda)) \in H^{m_1} \times \cdots \times H^{m_r}
\]

such that \( (f_1(0), \ldots, f_r(0)) = 0 \) and \( L(\lambda, f_1(\lambda), \ldots, f_r(\lambda)) = 0 \) for \( \lambda \) small enough.

4.3. Proof of the variation of the main theorem. Let us sketch briefly how to prove Theorem 3.9. The construction of the formal solution \( F = (F_1, \ldots, F_r) \) is the same as above up to shift of the order by \( d \). We look for functions \( f_j \) vanishing at the origin such that

\[
F_j < z^{m_j+d} f_j.
\]
They will solve the majorizing system

\[ L_i(f) := \frac{d^{m_i} z^{q + m_i + k} f_i}{dz^{m_i}}(z) - CG \left( z, \frac{d^l z^{m_j + d + k} f_j}{dz^l} \right), \quad 1 \leq j \leq r, \ 0 \leq l \leq m_j \]  

Now, equation (4.12) becomes

\[ (L_i(f))_\lambda = \frac{\lambda^q + k}{dz^{m_i}} \frac{d^{m_i} z^{q + m_i + k} (f_i)_\lambda}{dz^{m_i}}(z) - CG \left( \lambda z, \lambda^{m_j + k + d + l} d^l z^{m_j + k} (f_j)_\lambda, \ 1 \leq j \leq r, \ 0 \leq l \leq m_j \right). \]

Since $T$ is $d$-regular, we have

\[ m_j + p_{j,1} + k + d - l - (q + k) \geq 1. \]

Therefore, $G(\lambda z, \lambda^{m_j + k + d + l} d^l z^{m_j + k} (f_j)_\lambda, \ 1 \leq j \leq r, \ 0 \leq l \leq m_j)$ is divisible by $\lambda^{q + k + 1}$.

We conclude as above.

5. Relative big denominators and Gevrey classes

In this section, we investigate what happens when the denominators do not grow fast enough to overcome the divergence generated by the differentials of the unknowns involved. We use the same notation as in Section 3: we are given $m = (m, \ldots, m) \in \mathbb{N}^r$ and let $\mathcal{S}, \mathcal{T}, \pi$ be maps as in Theorem 3.6. The equation to be solved is still (3.1). We will assume that all items of the big denominators property hold but (3.2) is replaced by the following weaker condition: for each $1 \leq j \leq r$, there exists $0 < \alpha$ such that

\[ z^d \mathcal{S}^{-1} \pi G(z) < z^m C \sum_{i \geq q + 1} \frac{\|G(i)\|}{i^{m-\alpha}} z^i \]

for some constant $C$ independent of $G$. In that case, we will say that the triple $(\mathcal{S}, \mathcal{T}, \pi)$ has the relative big denominators property of order $m - \alpha < m$. In that case, estimate (3.3) is replaced by

\[ \|(\mathcal{S}^{-1} \circ \pi(G))^{(i+m)}\| \leq C \frac{\|G^{(i+q)}\|}{i^{m-\alpha}}. \]

In that situation, we cannot expect convergence of the solution. We will show that the problem has a power series solution that diverges in a controlled way.

**Definition 5.1.** Let $\alpha \geq 0$. We say that a formal power series

\[ f = \sum_{Q \in \mathbb{N}^n} f_Q x^Q \]

is $\alpha$-Gevrey if there exist constants $M, C > 0$ such that for all $Q \in \mathbb{N}^n$,

\[ |f_Q| \leq MC^Q(|Q|!)^\alpha. \]
Theorem 5.2. Let $S$, $T$, $\pi$ be maps as in Theorem 3.6. Assume that the triple $(S, T, \pi)$ has the relative big denominators property of order $m - \alpha < m$. Then, equation (3.1) has an $\alpha$-Gevrey formal solution $F$.

Remark 5.3. For the problem of conjugacy of germs of vector fields vanishing at a point (say 0), A. D. Brjuno proved that, provided that the (assumed to be) diagonal linear vector field $S$ satisfies a small divisors condition, and if an nonlinear analytic perturbation $R$ satisfies Brjuno’s condition $A$, then $X := S + R$ is analytically conjugate to a normal form. If condition $A$ is not satisfied, then analytic counterexamples were constructed and one could see on these counterexamples that divergence of the transformation is of Gevrey type. Theorem 5.2 shows that, in a much more general context, the expected divergence is always Gevrey.

This Gevrey character of the formal transformation leads, in the case of vector fields, to the approximation of the dynamics by an analytic normal form up to an exponentially small remainder [20, Theorem 6.11] (see also [23] for averaging).

Proof. Our proof is very inspired by Malgrange’s version of Maillet theorem [21] which proves the Gevrey character of formal solutions of holomorphic nonlinear differential equations of one variable with irregular singularity. Let us define the Banach space

$$H^{s, \beta} := \left\{ f = \sum_{i \geq 0} f_i t^i \in \mathbb{C}[[t]] : \| f \|_{s, \beta} := \sum_{i \geq 0} \frac{|f_i| i^\beta}{(i!)^s} < +\infty \right\}.$$ 

Let us set

$$\delta := t \frac{\partial}{\partial t}.$$ 

Let us start with an elementary lemma:

Lemma 5.4. The following hold.

(i) We have $\partial^k_t (t^n \psi) = t^{n-k} (\delta + n) \cdots (\delta + n - k + 1) \psi$.

(ii) We have $t \psi \in H^{s, \beta} \iff \psi \in H^{s, \beta-s}$ if $\psi(0) = 0$.

(iii) If $\beta \geq s$, then $\| \psi \|_{s, \beta-s} \leq \| t \psi \|_{s, \beta}$.

(iv) Let $g \in H^{s, \beta}$. Then $t^q \delta^p g \in H^{s, 0}$ whenever $q \geq \max(0, \frac{1}{s}(p - \beta))$.

(v) Let $g \in H^{s, 0}$ and $m \leq s$. Then $t^q \delta^p g \in H^{s, s-m}$ whenever $p \leq (q - 1)s + m$.

(vi) We have $\| fg \|_{s, 0} \leq \| f \|_{s, 0} \| g \|_{s, 0}$.

(vii) Let $a > 0$ and $f, g \in H^{s, a}$. If $f(0) = g(0) = 0$, then $fg \in H^{s, a}$.

Proof. (i) The proof is obtained by induction on $k$ since

$$\partial_t (t^n \psi) = nt^{n-1} \psi + t^n \partial_t (\psi) = t^{n-1} (\delta + n) \psi.$$ 

(ii) Let us first assume that $\beta \geq s$. Let $t \psi \in H^{s, \beta}$. Then

$$\| \psi \|_{s, \beta-s} \leq \sum_{i \geq 1} \frac{|\psi_i| (i + 1)^{\beta-s}}{i!^s} = \sum_{i \geq 1} \frac{|\psi_i| (i + 1)^\beta}{(i + 1)!^s} = \| t \psi \|_{s, \beta} < +\infty.$$
Moreover, for $i \geq 1$,

$$\left(\frac{1}{2}\right)^{\beta-s} (i+1)^{\beta-s} \leq i^{\beta-s} \leq (i+1)^{\beta-s}.$$ 

Hence,

$$\left(\frac{1}{2}\right)^{\beta-s} \|x\psi\|_{s,\beta} \leq \|\psi\|_{s,\beta-s} \leq \|x\psi\|_{s,\beta}.$$ 

In case $\beta - s < 0$, we have

$$\|t\psi\|_{s,\beta} = \sum_{i \geq 1} |\psi_i|i(i+1)^{\beta} \leq \sum_{i \geq 1} |\psi_i|i^{\beta-s} = \|\psi\|_{s,\beta-s}.$$ 

On the other hand, if $i \geq 1$, then $1/i \leq 2/(i+1)$. Hence,

$$\|\psi\|_{s,\beta-s} = \sum_{i \geq 1} |\psi_i|i^{\beta-s} \leq 2^{s-\beta} \sum_{i \geq 1} |\psi_i|(i+1)^{\beta} \leq 2^{s-\beta} \|t\psi\|_{s,\beta}.$$ 

(iii) Inequality (5.3) holds if $\psi(0) \neq 0$ and $\beta - s \geq 0$.

(iv) We have

$$t^q \delta^p \left(\sum_{i \geq 1} g_i t^i\right) = \sum_{i \geq 1} g_i i^p t^{i+q}.$$ 

So

$$\|t^q \delta^p g\|_{s,0} = \sum_{i \geq 1} \frac{|g_i| i^p}{(i+q)\Gamma^s}.$$ 

Since $\frac{1}{(i+1)\cdots(i+q)\Gamma^s} \leq \frac{1}{i\Gamma^s}$, we have

$$\frac{i^p}{(i+q)\Gamma^s} \leq \frac{i^p}{(i)\Gamma^s} \text{ if } q \geq \max\left(0, \frac{1}{s} (p - \beta)\right).$$ 

Thus, under that condition, we have $\|t^q \delta^p g\|_{s,0} \leq \|g\|_{s,\beta}$.

(v) Indeed, we have

$$\|t^q \delta^p g\|_{s,s-m} = \sum_{i \geq 1} \frac{|g_i|i^p(i+q)^{s-m}}{(i+q)\Gamma^s}.$$ 

Since

$$\frac{i^p(i+q)^{s-m}}{(i+1)\cdots(i+q)\Gamma^s} \leq \frac{i^p}{(i+q)^m(i+1)\cdots(i+q-1)\Gamma^s} \leq \frac{i^p}{i^{m+(q-1)\Gamma^s}} \leq 1,$$

we have $\|t^q \delta^p g\|_{s,s-m} \leq \|g\|_{s,0}$.

(vi) We have

$$\|fg\|_{s,0} \leq \sum_{i \geq 0} \sum_{k=0}^i \frac{|f_k|}{k!^s} \frac{|g_{k-i}|}{(k-i)!^s} \leq \sum_{i \geq 0} \sum_{k=0}^i \frac{|f_k|}{k!^s} \frac{|g_{k-i}|}{(k-i)!^s} = \|f\|_{s,0} \|g\|_{s,0}.$$ 

(vii) Since $i \leq 2k(i-k)$ if $1 \leq k \leq i-1$ and $i \geq 2$, we get

$$\|fg\|_{s,a} \leq 2^a \|f\|_{s,a} \|g\|_{s,a}.$$ 

$\square$
The equation to be solved is equation (3.1). As above, that is, as in the “big denominators case”, this equation has a formal solution \( F \). As above, we select an integer \( k \geq 1 \) and we look for a majorant of the solution \( F^{>k} = (F^{>m_1+k}, \ldots, F^{>m_r+k}) \) of

\[
\mathcal{S}(F^{>k}) = \pi(\mathcal{T}(F) - \mathcal{S}(F^{<k})).
\]

Let us define the following operator \( L \) that maps a formal power series of one variable to:

\[
L(f) := \sum_{i \geq 1} f_i z^i m^{-\alpha}.
\]

According to (5.2), we have

\[
L(z^q F^{>m_j+k}_j) \prec C z^m \left( \mathcal{T}(F) - \mathcal{S}(F^{<k}) \right).
\]

Hence, equation (5.4) leads to

\[
L \left( z^q F^{>m_j+k}_j \right) \prec C z^m \left( \mathcal{T}(F) - \mathcal{S}(F^{<k}) \right).
\]

Let \( G \) be the function defined by (4.8). As above, we show by induction on the truncation order that there exists a formal power series \( f_j \), vanishing at the origin, such that

\[
\hat{F}^{>m+k} \prec z^{m+k} f_j
\]

and such that \( f = (f_1, \ldots, f_r) \) solves the system

\[
\mathcal{L}_i(f) := L(z^{q+m+k} f_i)(z) - C z^m CG \left( z, \frac{d^l z^{m+k} f_j}{dz^l}(z), 1 \leq j \leq r, 0 \leq l \leq m \right) = 0.
\]

The only change in the proof is that we are using (5.6) instead of (4.10).

Let us show that such a solution \( f_j \) is \( \alpha \)-Gevrey.

Let us first consider the case \( \alpha \leq m \). Let us show that equation (5.7) has a unique solution \( f_j \in H^{\alpha,0} \). In order to prove this, we shall show that \( f = (f_1, \ldots, f_r) \in H^{\alpha,0} \times \cdots \times H^{\alpha,0} \) is the solution of an analytic implicit equation in the Banach space \( H^{\alpha,0} \).

Let \( s, \beta \geq (m+k+q)s \) be nonnegative numbers. Let us set \( g := t^{m+k+q} f \), where \( f \) stands for one of the functions \( f_i \). According to the third point of the previous lemma, if \( g = t^{m+k+q} f \in H^{s,\beta} \), then \( f \in H^{s,\beta-(m+k+q)s} \). Let us write \( L(g) = t^{m+k+q} \psi \). We have

\[
\|L(g)\|_{s,\beta-m+\alpha} = \sum_{i \geq m+q+m+1} |g_i| \frac{i^\beta}{(i!)^{\beta}} = \|g\|_{s,\beta}.
\]

Hence, if \( g \in H^{s,\beta} \), then \( L(g) = t^{q+m+k} \psi \in H^{s,\beta-m+\alpha} \). Again, if \( \beta-m+\alpha \geq (m+k+q)s \), then \( \psi \in H^{s,\beta-(m+q+k)s-m+\alpha} \). Let us set

\[
\beta := (m+k+q)s + m - \alpha.
\]
Therefore, if \( m \geq \alpha \), then \( \beta \geq (m + k + m)s \). In that case, if \( g = t^{m+q+k} f \in H^{s,\beta} \), then we have \( f \in H^{s,m-\alpha} \) and \( \psi \in H^{s,0} \). According the first point of Lemma 5.4, there are universal coefficients \( c_{p,j}, 0 \leq p \leq m, 0 \leq j \leq p \), such that

\[
(5.9) \quad \frac{d^p t^{m+k} f}{dt^p} = t^{m-k-p} \sum_{j=0}^{p} c_{p,j} \delta^j f.
\]

Moreover, we have \( t^a \delta^j f \in H^{s,0} \) as soon as \( a \geq \max(0, \frac{1}{s}(j - (m - \alpha))) \). Let us show that if we set \( s := \alpha \), then \( t^{m+k-p} \delta^j f \in H^{s,0} \) for \( 0 \leq j \leq p \leq m \). Indeed, let \( [\alpha] \) denote the integer part of \( \alpha \), i.e. \( [\alpha] \leq \alpha < [\alpha] + 1 \). If \( 0 \leq j \leq m - ([\alpha] + 1) \), then

\[
j - m + \alpha \leq -([\alpha] + 1) + \alpha < 0.
\]

Hence, \( \max(0, \frac{1}{s}(j - (m - \alpha))) = 0 \) so we find that \( t^{m+k-p} \delta^j f \in H^{s,0} \) for all \( j \leq k \leq m \). If \( m - [\alpha] \leq j \leq k \leq m \), then

\[
\frac{j - m + \alpha}{s} \leq \frac{\alpha}{s}.
\]

On the other hand, we have

\[
m + k - p \geq k \geq 1.
\]

Therefore, if \( s := \alpha \), then \( m + k - p \geq \max(0, \frac{1}{s}(j - (m - \alpha))) \) for all \( m - [\alpha] \leq j \leq k \leq m \).

As a consequence, we have

- if \( p \leq m - [\alpha] - 1 \), then

\[
(5.10) \quad \frac{d^p (t^{m+k} f)}{dt^p} = t^{m-k-p} \sum_{j=0}^{p} c_{p,j} \delta^j f =: t^{m-k-p} g_p.
\]

- if \( m - [\alpha] \leq p \leq m \), then

\[
(5.11) \quad \frac{d^p (t^{m+k} f)}{dt^p} = t^{m+k-1-p} \sum_{j=0}^{p} c_{p,j} \delta^j f =: t^{m+k-1-p} (tg_p).
\]

Let us consider the system of equations (5.7):

\[
\mathcal{L}_i(f) := L(t^{q+m+k} f_i)(t) - C t^m G \left( t, \frac{d^{l} t^{m+k} f_j}{dt^{l}}(t), 1 \leq j \leq r, 0 \leq l \leq m \right) = 0.
\]

According to the definition of \( p_{j,l} \) (the mapping \( T \) is regular by assumption), we have

\[
p_{j,l} + m + k - 1 - l \geq q + l.
\]

On the other hand, if \( k \) is large enough, then

\[
m_j + m_j + 2k - l - l' - (q + k) \geq 2.
\]

In that case, \( G(t, \frac{d^{l} t^{m+k} f_j}{dt^{l}}(z), 1 \leq j \leq r, 0 \leq l \leq m) \) is not only divisible by \( t^{q+k} \) but it can also be written as

\[
G \left( t, \frac{d^{l} t^{m+k} f_j}{dt^{l}}(t), 1 \leq j \leq r, 0 \leq l \leq m \right) = t^{q+k} \tilde{G}(t, t g_{j,p}, 1 \leq j \leq r, 0 \leq p \leq m)
\]
where the maps \( g_{j,p} \) are defined by (5.10) and (5.11) for \( f = f_j \) and where \( \tilde{g} \) is an analytic function of all its arguments. Let us rescale this equation by the mean of the map \( t \mapsto \lambda t \). Let us denote \( g_{\lambda}(t) := g(\lambda t) \). Then we have \( (\delta g)_{\lambda} = \delta(g_{\lambda}) \). According to the definition of the maps \( p_{j,t} \) and the constraint on \( k \), as in Section 4.2.2, we obtain after dividing by \( \lambda^{k+m+q} \),

\[
(5.12) \quad L_i(f_{\lambda}) := L(t^{m+q+k}(f_i))
- \lambda t^{m+q+k} \tilde{g}(\lambda, t, t(g_{j,p})\lambda, 1 \leq j \leq r, 0 \leq p \leq m)
\]

for some analytic \( \tilde{g} \), in all its variables, at the origin.

According to (5.10), (5.11), if \( f_j \in H^{\alpha, \alpha-\alpha} \), then \( tg_{j,p} \in H^{\alpha,0} \) for all \( p \leq m \). Then according to the last property of Lemma 5.4,

\[
\tilde{g}(\lambda, t, t(g_{j,p})\lambda, 1 \leq j \leq r, 0 \leq p \leq m) \in H^{\alpha,0}.
\]

Let us consider the analytic mapping

\[
A(\lambda, f) := \frac{1}{t^{m+k+q}} L(t^{m+k+q} f_i) - \lambda \tilde{g}(\lambda, t, t(g_{j,p})\lambda, 1 \leq j \leq r, 0 \leq p \leq m)_{i=1,...,r}
\]

from \((\mathbb{C}, 0) \times (H^{\alpha, m-\alpha})^r \) into \((H^{\alpha,0})^r \). We have \( A(0,0) = 0 \) and the differential of \( A \) with respect to \( f \) at the point \( 0 \), \( D_f A(0,0) \), is the linear mapping

\[
f \mapsto \frac{1}{t^{m+k+q}} (L(t^{m+k+q} f_i))_{i=1,...,r}.
\]

This map is invertible from the subspace of \((H^{\alpha, m-\alpha})^r \) vanishing at the origin into the subspace of \((H^{\alpha,0})^r \) vanishing at the origin. By the implicit function theorem, for \( \lambda \) small enough, there exists a curve \( \lambda \mapsto f_{\lambda} \in (H^{\alpha,0})^r \) such that \( f_0 = 0 \) and such that (5.12) holds. We are done in the case \( \alpha \leq m \).

Let us now assume that \( \alpha > m \). Let us set \( \beta := (m + k + q)s \) instead of (5.8) and \( s := \alpha \). If \( g = t^{m+k+q} f \in H^{\alpha, \beta} \), then \( f \in H^{\alpha,0} \) and \( \psi \in H^{\alpha, \alpha-m} \) where

\[
L(g) = t^{m+q+k} \psi \in H^{\alpha, (m+k+q)\alpha-m+\alpha}.
\]

According to the fifth point of Lemma 5.4, \( t^j f \in H^{\alpha, \alpha-m} \) whenever \( j \leq m \), which is the case. According to the last point of Lemma 5.4, the multiplication of \( t g_p \) by any (nonnegative) power of \( t \) also belongs to \( H^{\alpha, \alpha-m} \). Hence, if \( f \in H^{\alpha,0} \), then we have

\[
\tilde{g}(\lambda, t, t(g_{j,p})\lambda, 1 \leq j \leq r, 0 \leq p \leq m) \in H^{\alpha, \alpha-m}.
\]

As above, we consider the analytic mapping

\[
A(\lambda, f) := \frac{1}{t^{m+k+q}} L(t^{m+k+q} f_i) - \lambda \tilde{g}(\lambda, t, t(g_{j,p})\lambda, 1 \leq j \leq r, 0 \leq p \leq m)_{i=1,...,r}
\]

from \((\mathbb{C}, 0) \times (H^{\alpha,0})^r \) into \((H^{\alpha, \alpha-m})^r \). Its differential \( D_f A(0,0) \), is the linear mapping

\[
f \mapsto \frac{1}{t^{m+k+q}} (L(t^{m+k+q} f_i))_{i=1,...,r}.
\]

The mapping is invertible from the subspace of \((H^{\alpha,0})^r \) vanishing at the origin into the subspace of \((H^{\alpha, \alpha-m})^r \) vanishing at the origin. We conclude as above by the analytic implicit function theorem. □
6. Applications

6.1. Singular vector fields with a fixed linear approximation. We consider the classical problem of classification of germs of vector fields at a singular point $0 \in \mathbb{R}^n$, with a fixed linear part $\dot{x} = Ax$ at the origin, with respect to germs of diffeomorphisms fixing the origin. Following the notations of Section 2, we set

$$r = n, \quad m_i = 1, \quad 1 \leq i \leq n, \quad s = n, \quad q = 1$$

so that $\mathcal{F}_{r,m} = (\mathbb{A}^n_{>1})$ and $\mathcal{P}^{(1)}(x) = Ax$. The action of the group of local diffeomorphisms is as follows:

$$(\text{id} + F(x))(Ax + R(x)) = (I + DF(x))^{-1}(Ax + AF(x) + R(x + F(x))).$$

It is an analytic differential action of order 1. The linear operator $S$ is

$$S : (\mathbb{A}^n_{>1}) \to (\mathbb{A}^n_{>1}), \quad S(F)(x) = AF(x) - DF(x)Ax,$$

which is, in fact, the Lie bracket of the vector fields $\dot{x} = Ax$ and $\dot{x} = F(x)$. It increases the order by 1 (we have to keep in mind that the space $\mathcal{F}_{r,m}^{(i)}$ is the space of homogeneous vector fields of degree $i - 1$). Let us define

$$\mathcal{T}(F)(x) = ((I + DF(x))^{-1} - (I - DF(x))(Ax + AF(x) + R(x + F(x)))
+ R(x + F(x)) - DF(x)(AF(x) + R(x + F(x))).$$

Let us show that it is regular. Indeed, let $F, G$ be formal vector field of order $\geq 2$. We have (with a clear abuse of notation)

$$\frac{\partial \mathcal{T}}{\partial F}(F)G(x) = ((I + DF(x))^{-1} - (I - DF(x))(AG(x) + DR(x + F(x)))
+ DR(x + F(x))G - DF(x)(AG(x) + DR(x + F(x)))G).$$

Since $R$ is of order $\geq 2$, we get that $DR(x + F(x)), DF(x)$ and $(I + DF(x))^{-1} - (I - DF(x))$ have order $\geq 1 = p, j, 0$ for any $1 \leq j \leq n$. On the other hand, we have

$$\frac{\partial \mathcal{T}}{\partial F}(F)DG(x) = \left(\sum_{k \geq 2} (-1)^k k(DF(x))^{k-1}DG(x)\right)(Ax + AF(x) + R(x + F(x)))
- DG(x)(AF(x) + R(x + F(x))).$$

Therefore, the coefficient in front of $DG(x)$ has order $\geq 2 = p, j, 1$, for any $1 \leq j \leq n$. Hence, the analytic differential action is regular.

If $A$ is a diagonal matrix, $A = \text{diag}(\lambda_1, \ldots, \lambda_n)$ and $Q = (q_1, \ldots, q_n) \in \mathbb{N}^n$ is a multi-index, one has

$$S\left(x^Q \frac{\partial}{\partial x_j}\right) = (\lambda_j - (Q, \lambda))x^Q \frac{\partial}{\partial x_j}.$$  

Here we have written $(Q, \lambda) = \sum_{i=1}^n q_i \lambda_i$. It follows that the simplest supplementary space to the image of $S^{(i)}$, $i \geq 2$, is the vector space $\mathcal{R}^{(i)}$ of resonant vector fields: it is generated by

$$x^Q \frac{\partial}{\partial x_j}, \quad \lambda_j = (Q, \lambda), \quad 1 \leq j \leq n, \quad |Q| = i.$$
This supplementary space $\mathcal{R}^{(i)}$ together with Proposition 2.8 above give the classical formal Poincaré–Dulac normal form. Let $\pi$ be the projection nonresonant terms (i.e. the image of $\mathcal{R}$):

$$
\pi \left( \sum_{j=1}^{n} \sum_{Q \in \mathbb{N}^n, |Q| \geq 2} f_{Q,j} x^Q \frac{\partial}{\partial x_j} \right) = \sum_{j=1}^{n} \sum_{(Q,\lambda) \neq \lambda_j} \sum_{Q \in \mathbb{N}^n, |Q| \geq 2} f_{Q,j} x^Q \frac{\partial}{\partial x_j}.
$$

Assume that the tuple $(\lambda_1, \ldots, \lambda_n)$ belongs to the Poincaré domain. It means that the eigenvalues $\lambda_j$ lie on one side of a line through the origin of the complex plane (the line is excluded). Then, it is classical that one has the following inequalities:

$$
|\lambda_j - (Q, \lambda)| \geq C|Q|, \quad j = 1, \ldots, n, \quad \text{for sufficiently large } |Q|
$$

where $C > 0$ is a constant which does not depend on $Q$ and $j$. In that case, the big denominators property of order 1 holds. Indeed, we have

$$
S^{-1} \circ \pi \left( \sum_{j=1}^{n} \sum_{Q \in \mathbb{N}^n, |Q| \geq i} f_{Q,j} x^Q \frac{\partial}{\partial x_j} \right) = \sum_{j=1}^{n} \sum_{(Q,\lambda) \neq \lambda_j} \sum_{Q \in \mathbb{N}^n, |Q| \geq i} f_{Q,j} x^Q \frac{\partial}{\partial x_j}.
$$

Hence, we have

$$
\|S^{-1} \circ \pi (f^{(i)})\| \leq \frac{\|\pi (f^{(i)})\|}{Ci} \leq \frac{\|f^{(i)}\|}{Ci}.
$$

Therefore, Theorem 2.13 implies the following classical result.

**Theorem 6.1** (Poincaré, see [3]). *If the eigenvalues of $A$ belong to the Poincaré domain, then the Poincaré–Dulac normal form holds in the analytic category.*


Our results of Section 5 imply a stronger theorem for the case that instead of (6.1) we have for some $\alpha > 0$ the estimate

$$
|\lambda_j - (Q, \lambda)| \geq C|Q|^{1-\alpha}, \quad j = 1, \ldots, n, \quad \text{for sufficiently large } |Q|.
$$

In this case our Theorem 5.2 implies the following statement.

**Theorem 6.2.** *If the eigenvalues satisfy (6.2) for some fixed $\alpha > 0$ (with a constant $C$ that does not depend on $Q$ and $j$), then the Poincaré–Dulac normal form holds in the $\alpha$-Gevrey category: for each analytic nonlinear perturbation of the linear vector field $S = \sum_{j=1}^{n} \lambda_j x_j \frac{\partial}{\partial x_j}$ is conjugate to a formal normal form by the mean of formal $\alpha$-Gevrey transformation.*

The particular case for which $0 < \alpha < 1$, is a recent result of P. Bonckaert and P. De Maesschalck in [8]. In this case, according to the definition of the present paper, we have relatively big denominators of order $1 - \alpha < 1$. But our Theorem 5.2 holds for $\alpha \geq 1$ as well, i.e. in the case that we “do not have denominators” ($\alpha = 1$) or have small denominators ($\alpha > 1$). Note that condition (6.2) with $\alpha = 1 + \tau, \tau > 0$, is exactly the Siegel condition of type $\tau$. Therefore in the case $\alpha > 1$ we obtain, as a direct corollary of Theorem 6.2, that if the eigenvalues satisfy the Siegel condition of type $\tau > 0$, that is, there exists a constant $C > 0$ such that for all $Q \in \mathbb{N}^n$, with $|Q| \geq 2$,

$$
0 \neq |(Q, \lambda) - \lambda_i| \geq \frac{C}{|Q|^{1-\alpha}},
$$

then...
then the resonant normal form holds in the $(1 + \tau)$-Gevrey category. The latter result is also known, it was obtained by G. Iooss, E. Lombardi and L. Stolovitch in the works [19] and [20]. In a more restricted situation, it is known that one can find “holomorphic sectorial normalization” with Gevrey asymptotic expansion [9].

6.2. Normal form of (non-isolated) singularities. Let $\mathcal{O}_n$ be the space of germs of holomorphic functions at the origin of $\mathbb{C}^n$. It is well known that a germ of an analytic function $f$ at the origin of $\mathbb{C}^n$, having an isolated singularity there (i.e. $Df(0) = 0$ and 0 is isolated among the points $p$ such that $Df(p) = 0$), is analytically conjugated to a polynomial $P$. This means that there exists a germ of an analytic diffeomorphism of $(\mathbb{C}^n, 0)$ such that $f \circ \Phi = P$. This has been extensively studied by V. I. Arnold and his school [1, 2, 4]. The usual proof goes as follows: first of all, since the singularity is isolated then the vector space $\mathcal{O}_n/Jf$ is a finite dimensional vector space. Here, $Jf = (\frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n})$ denotes the Jacobian ideal, the ideal in $\mathcal{O}_n$ generated by the partial derivative of the function $f$. Then, according to Tougeron’s theorem (see [27] and [4, Section 6.3]), the Jacobian ideal contains a certain power of the maximal ideal $\mathcal{M}_n$, i.e. $\mathcal{M}_n^k \subset Jf$. Then, using an homotopy method, one shows that, for any $r_k \in \mathcal{M}_n^k$, there exists a family $\{\Phi_t\}_{t \in [0, 1]}$ of diffeomorphisms of $(\mathbb{C}^n, 0)$ such that $\Phi_t^*(f + tr_k) = f$. Then, we obtain the desired result if we set $r_k := -(f - j^{k-1}(f))$.

What happens when the singularity is \textit{a priori} not isolated? We shall consider the case where $f$ is a perturbation of a homogeneous polynomial $f_0$ of higher order. Both of them are supposed not to have an isolated singularity at the origin. In that case, the vector space $\mathcal{O}_n/Jf_0$ is not finite dimensional. Nevertheless, we shall prove that $f = f_0 + R$ is formally conjugate to a formal normal form. It is, \textit{a priori}, a formal power series satisfying some specific conditions to be defined below. If this normal form was holomorphic in a neighborhood of the origin (that is, the case for a polynomial normal form for instance), then we could conclude, by Artin’s theorem, that there actually exists an holomorphic transformation to that normal form. The main problem in the general situation is that there no reason why $f$ should have \textit{a priori} an holomorphic normal form (it is the case for isolated singularity).

In the following, we shall first give a definition of a normal form of a perturbation of $f_0$ with respect to $f_0$. Then we shall prove that there exists an analytic change of coordinates to such a normal form. Let us first recall the division theory developed by H. Grauert, H. Hauser and A. Galligo.

6.2.1. Division theorem. Let us consider $\alpha_0, \alpha_1, \ldots, \alpha_n$ be nonnegative real numbers which are linearly independent over $\mathbb{Q}$. Let us consider the affine linear form

$$L(v) := \alpha_0(v_0 - 1) + \sum_{i=1}^{n} \alpha_i v_i$$

on $\mathbb{R}^{1+n}$. Let $f = \sum_{Q \in \mathbb{N}^n} f_Q x^Q \in (\mathbb{C}[[x_1, \ldots, x_n]])^q$ be a formal map. We shall denote

$$x^Q \partial_i := (0, \ldots, 0, x^Q, 0, \ldots, 0)$$

where $x^Q$ is the $i$-th component of the vector. Hence, $f$ can be written as

$$f = \sum_{Q \in \mathbb{N}^n, i \in \{1, \ldots, q\}} f_{i,Q} x^Q \partial_i.$$
With this notation, the $i$-th component reads $f_i := \sum_{Q \in \mathbb{N}^n} f_{i, Q} x^Q$. The initial part of $f$ is defined to be

$$\ln(f) := f_{i_0, Q_0} x^{Q_0} \partial_{i_0}$$

where $(Q_0, i_0) \in \mathbb{N}^n \times \{1, \ldots, q\}$ is the unique minimum

$$L(i_0, Q_0) = \min_{(i, Q) \in \supp(f)} L(Q)$$

and $f_{i_0, Q_0} \neq 0$.

Let us define for $s > 0$ sufficiently small,

$$|f|_s := \sum_{Q \in \mathbb{N}^n} |f_Q|_s^{L(i, Q)}$$

where $f = \sum_{Q \in \mathbb{N}^n} f_Q x^Q \in \mathcal{O}_n$. If $f = \sum_{Q \in \mathbb{N}^n, i \in \{1, \ldots, q\}} f_{i, Q} x^Q \partial_i \in \mathcal{O}_n^q$, then we shall write

$$|f|_s := \sum_{i=1}^q s^{L(i, 0)} |f_i|_s.$$

Consider the $\mathcal{O}_n$-submodule $I$ of $\mathcal{O}_n^q$ generated by the germs of holomorphic maps $f_1, \ldots, f_r$. Let us define the initial module $\ln(I)$ of $I$ to be the $\mathcal{O}_n$-submodule of $\mathcal{O}_n^q$ generated by $\ln(f_1), \ldots, \ln(f_r)$. Let us define

$$\Delta(I) := \{g \in \mathcal{O}_n : \text{no monomial of the Taylor expansion at 0 belongs to } \ln(I)\}.$$

Let $m_1, \ldots, m_p$ be a standard basis of $I$ with initial terms $\mu_1, \ldots, \mu_p$ respectively. Let us split the support of $\ln(I)$ into a disjoint union $\bigcup_{i=1}^p M_i$ of sets $M_i$ such that $M_i \subseteq \supp(\mathcal{O}_n \mu_i)$. Let us define

$$\nabla(I) := \{a = (a_1, \ldots, a_p) \in \mathcal{O}_n^p : \supp(a_i \mu_i) \subseteq M_i, i = 1, \ldots, p\}.$$

**Theorem 6.3** ([13, 17]). Let $l: \mathcal{O}_n^p \rightarrow \mathcal{O}_n^q$ be the $\mathcal{O}_n$-linear map defined by

$$l(a) = \sum_{i=1}^p a_i m_i.$$

Assume that the monomials $m_i$ form a standard basis of $I := \text{Image}(l)$. Let $K := \ker l$. Then the following hold:

(i) We have

$$\mathcal{O}_n^q = I \oplus \Delta(I), \quad \mathcal{O}_n^p = K \oplus \nabla(I).$$

(ii) There is a constant $c > 0$ such that for all $s > 0$ small enough: for each $e \in \mathcal{O}_n^q$ with $|e|_s < +\infty$, there exist unique $a \in \nabla(I)$ and $b \in \Delta(I)$ with $|a|_s, |b|_s < +\infty$ such that

$$e = l(a) + b = \sum_{i=1}^p a_i m_i + b$$

and

$$(\min_i |m_i|_s) |a|_s + |b|_s \leq c |e|_s.$$
For \( q = 1 \), \( I \) is just an ideal on \( \mathcal{O}_n \) and the decomposition (6.3) reads \( \mathcal{O}_n = I \oplus \Delta(I) \). The previous theorem asserts that, for any \( g \in \mathcal{O}_n \), there exist \( a := (a_1, \ldots, a_p) \in \nabla(I) \) and \( h \in \Delta(I) \) such that

\[
g = \sum_{i=1}^{p} a_i m_i + h
\]

and there exists a constant \( c_r \) (independent of \( g \)) such that

\[
|h|_r < c_r |g|_r, \quad |a|_r < c_r |g|_r.
\]

**Remark 6.4.** If \( e \) vanishes up to order \( k \) at the origin, then each \( a_i \) vanishes up to order \( k - k_i \) where \( k_i \) is the order of \( m_i \) at the origin. The remainder \( b \) vanishes up to order \( k \).

### 6.2.2. Normal form of deformations of a homogeneous polynomial.

Let \( f_0 \) be a homogeneous polynomial of degree \( q \geq 2 \). Let us consider an holomorphic perturbation \( f \) of \( f_0 \) of higher order: \( R = f - f_0 \) is a germ of a holomorphic function of order \( \geq s + 1 \) at the origin. Let \( I := \mathcal{J} f_0 \) be the Jacobian ideal of \( f_0 \). With the notation above, we set \( r := n \) and \( f_i := \frac{\partial f_0}{\partial x_i} \). Let \( m_1, \ldots, m_p \) be a standard basis of \( I \). We can write

\[
m_j = \sum_{k=1}^{n} m_{j,k} f_k
\]

for some analytic germs \( m_{j,k} \) at the origin.

Let us define the cohomological operator \( \mathcal{S} : \mathcal{O}_n^n \to \mathcal{O}_n \) to be

\[
\mathcal{S}(U) := Df_0.U.
\]

Let \( U \) be a germ of a holomorphic vector field of positive order \( k \geq 2 \). Let us consider conjugacy of \( f \) with respect to the diffeomorphism \( \Phi = \text{id} + U \): we have

\[
(6.4) \quad f(\text{id} + U) = f_0 + Df_0.U + R + f_0(\text{id} + U) - f_0 - Df_0.U + R(\text{id} + U) - R.
\]

The orders of \( Df_0.U \) and \( R \) are greater than or equal to \( k + s - 1 \) and \( q + 1 \) respectively. On the other hand, the orders of \( \Sigma_1 \) and \( \Sigma_2 \) are greater than or equal to \( 2k + q - 2 \) and \( k + q \) respectively. Both are \( \geq q + 2 \).

**Proposition 6.5** (Formal normal form of singularity). There exists a formal change of coordinates \( \Phi \) such that

\[
f \circ \Phi - f_0 \in \Delta(I) \otimes \mathcal{O}_n.
\]

**Proof.** Indeed, we shall construct, by induction on the order \( l \), a formal vector field \( U = \sum_{l \geq 2} U_l \) such that

\[
Df_0.U + R + \Sigma_1 + \Sigma_2 \in \Delta(I).
\]

Hence, the homogeneous part of degree \( i \geq q + 1 \) of the Taylor expansion at 0 reads

\[
Df_0.U_{i-q+1} + R^{(i)} + \{\Sigma_1 + \Sigma_2\}^{(i)} \in \Delta(I)
\]
where \( \{ \Sigma_1 + \Sigma_2 \}^{(i)} \) denotes the homogeneous of degree \( i \) of \( \Sigma_1 + \Sigma_2 \). It is a polynomial in the vector fields \( U_j, j < i - q + 1 \). Let us decompose \( R_i + \{ \Sigma_1 + \Sigma_2 \}^i \) along (6.3): there exist \( U_{i-q+1} \) and \( h^{(i)} \in \Delta(I) \) such that
\[
Df_0 U_{i-q+1} - h^{(i)} = -R^{(i)} - \{ \Sigma_1 + \Sigma_2 \}^{(i)},
\]
that is, \( Df_0 U_{i-q+1} + R^{(i)} + \{ \Sigma_1 + \Sigma_2 \}^{(i)} = h^{(i)} \in \Delta(I) \).

Now we apply the variation of our main theorem, Theorem 3.9, with \( m = 0, d = 1 \) to prove

**Theorem 6.6.** Let \( f_0 \) be a homogeneous polynomial of degree \( q \). Let \( f = f_0 + R_{>q} \) be an analytic deformation of \( f_0 \) by \( R_{>q} \) which is of order greater than \( q \). Then there exists an analytic change of coordinates \( \Phi \) in a neighborhood of the origin of \( \mathbb{C}^n \) such that \( f \circ \Phi - f_0 \in \Delta(I) \).

**Proof.** Set \( S := Df_0 U \). We have
\[
Df_0 U = \sum_{i=1}^p a_i m_i = \sum_{i=1}^p a_i \left( \sum_{k=1}^n m_{i,k} f_k \right) = \sum_{k=1}^n \left( \sum_{i=1}^p a_i m_{i,k} \right) f_k.
\]
According to Theorem 6.3, the problem to solve has the big denominators property of order 0. Indeed, we obtain a good estimate of the coefficients \( a_i \) in terms of \( Df_0 U \); so, we obtain a good estimate of \( U_i := \sum_{i=1}^p a_i m_{i,k} \) in terms of \( Df_0 U \). Moreover, according to the second point of that theorem, the projection \( \pi \) onto the image \( J_{f_0} \) satisfies
\[
|\pi(f)|_r \leq \sum_{i=1}^n a_i \left| \frac{\partial f_0}{\partial x_i} \right|_r \leq c_r |f|_r
\]
where
\[
f = \sum_{i=1}^n a_i \frac{\partial f_0}{\partial x_i} + h
\]
and \( h \in \Delta(I) \). Furthermore, since \( R \) has order \( \geq q + 1 \) at the origin, it follows that \( \frac{\partial R}{\partial x_j} \) has order \( \geq q \) at the origin. That is, the associated operator \( T \) is 1-regular. Therefore Theorem 6.6 is a direct corollary of Theorem 6.3 and our Theorem 3.9 with \( m = 0, q = s \) and \( d = 1 \).

**Remark 6.7.** In the case of isolated singularity, our proof of conjugacy to a polynomial normal form is a direct one. Theorem 6.3 shows that \( \Delta(J_{f_0}) \) contains only a finite number of monomials. This replaces Tougeron’s theorem. Our method replaces the usual “homotopic method”. Our proof is also quite different from Arnold’s original one [2] which is some kind of a Newton method.

**Remark 6.8.** In the non-isolated case and if the perturbation is formally conjugated to an analytic normal form \( g \), then Artin’s theorem [5] shows that there exists a germ of an analytic diffeomorphism that conjugates \( f \) to \( g \). Our result shows that the same holds if \( g \) is only a formal normal form (and such a formal conjugacy always exists) without using the difficult theorem of Artin.
A. Normal form for \( n \)-tuples of linearly independent vector fields on \( \mathbb{R}^n \),
Riemannian metrics and conformal structures

By Michail Zhitomirskii at Haifa

A.1. Analytic normal forms. A Riemannian metric on \( \mathbb{R}^n \) can be treated as an \( n \)-tuple of pointwise linearly independent vector fields on \( \mathbb{R}^n \) defined up to multiplication by an \( n \times n \) matrix \( T(x) \in SO(n) \). A conformal structure on \( \mathbb{R}^n \) can be treated as an \( n \)-tuple of pointwise linearly independent vector fields on \( \mathbb{R}^n \) defined up to multiplication by an \( n \times n \) matrix \( T(x) \in SO(n) \) and by a non-vanishing function \( H(x) \).

It is convenient to associate to each of the objects in the title of this subsection an \( n \times n \) matrix whose entries are analytic function germs.

Definition A.1. Given an \( n \)-tuple of vector fields
\[
V_i = f_{i1}(x) \frac{\partial}{\partial x_1} + \cdots + f_{in}(x) \frac{\partial}{\partial x_n}, \quad i = 1, \ldots, n,
\]
we associate to it an \( n \times n \) matrix \( M(x) \) in which the \( k \)-th column is the tuple
\[
(f_{1k}(x), \ldots, f_{nk}(x))^T
\]
of coefficients of the vector field \( V_k \). Given a Riemannian metrics, respectively a conformal structure on \( \mathbb{R}^n \), we treat it as a tuple of pointwise linearly independent vector fields \( V_1, \ldots, V_n \) on \( \mathbb{R}^n \) defined up to multiplication by an \( n \times n \) matrix \( T(x) \in SO(n) \), respectively up to multiplication by \( T(x) \in SO(n) \) and by a scalar function \( H(x) \), and we associate to the Riemannian metrics, respectively the conformal structure, the matrix \( M(x) \) associated with \( (V_1, \ldots, V_n) \).

Theorem A.2. An \( n \)-tuple of pointwise linearly independent analytic vector field germs on \( \mathbb{R}^n \) can be reduced by a local analytic diffeomorphism to a normal form with the associated matrix \( M(x) \) satisfying the equation
\[
(A.1) \quad M(x) \cdot \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} = 0.
\]
A germ of an analytic Riemannian metric on \( \mathbb{R}^n \) can be reduced by a local analytic diffeomorphism to a normal form with the associated matrix \( M(x) \) satisfying (A.1) and the equation
\[
(A.2) \quad M^T(x) \equiv M(x).
\]
A germ of an analytic conformal structure on \( \mathbb{R}^n \) can be reduced by a local analytic diffeomorphism to a normal form with the associated matrix \( M(x) \) satisfying (A.1)–(A.2) and the equation
\[
(A.3) \quad \text{trace } M(x) = 0.
\]

For \( n = 2 \) the given normal form for Riemannian metrics is close (though not the same) to the Gauss lemma on a certain property of geodesic coordinates, see [11]. The Gauss lemma can be generalized to any \( n \). Its proof, in formal category and for any \( n \), in terms of normal forms, can be found in [15].
Note that any $n \times n$ matrix $M(x)$ satisfying (A.1) and (A.2) starts with terms of order $\geq 2$. Its quadratic part can be identified with the space of Riemannian curvature tensors. If $n = 2$, then such a quadratic part can be written as

$$M^{(2)}(x) = K \cdot \begin{pmatrix} x_2^2 & -x_1x_2 \\ -x_1x_2 & x_1^2 \end{pmatrix}, \quad K \in \mathbb{R},$$

and the parameter $K$ can be identified with the curvature of Gauss.

Note also that any $2 \times 2$ matrix $M(x)$ satisfying (A.1)–(A.3) is the zero matrix. This matches the well-known theorem that for $n = 2$ any conformal structure is locally conformally flat, see [24].

For $n = 3$, respectively $n \geq 4$, any $n \times n$ matrix $M(x)$ satisfying (A.1)–(A.3) starts with terms of order $\geq 3$, respectively of order $\geq 2$. If $n = 3$, then the terms of order 3 can be identified with the Cotton tensor, and if $n \geq 4$, then the terms of order 4 can be identified with the Weyl tensor.

Certainly these relations between the normal form and the classical tensors do not require analytic normal form. For these relations it is enough to have the given normal form in formal category and moreover, a normal form for a jet of small order will be enough.

In the following subsections we will explain:

(a) how the normal forms of Theorem A.2 were obtained in the formal category,

(b) how Theorem A.2 follows from the same results in the formal category and our Theorem 2.13, i.e. we will prove that in the three classification problems of this section there are big denominators.

### A.2. Explanation of formal normal forms. Belitskii inner product.

We will use the following notations:

- By $\mathcal{A}_n(M_{r \times r})$ we denote the space of $r \times r$ matrices whose entries are germs at 0 $\in \mathbb{R}^n$ of analytic functions of $n$ variables.

- By $\mathcal{A}_n^{(i)}(M_{r \times r})$ we denote the subspace of $\mathcal{A}_n(M_{r \times s})$ consisting of matrices whose entries are homogeneous functions of degree $i$.

- By $\mathcal{A}_n(M_{r \times r})_{>d}$ we denote the subspace of $\mathcal{A}_n(M_{r \times r})$ consisting of matrices whose entries have zero $d$-jet at 0.

- $\mathcal{A}_n(\text{so}(n)) = \{ M \in \mathcal{A}_n(M_{r \times r}) : M(x) = -M^t(x) \}$, i.e. the space of skew-symmetric matrices whose entries are analytic function germs.

- Finally we will use the notation

$$\mathbf{x} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}.$$

For the problem of local classification of $n$-tuples of vector field germs on $\mathbb{R}^n$ of the form

(A.4) $$V_1 = \frac{\partial}{\partial x_1} + \text{h.o.t.}, \ldots, \ V_n = \frac{\partial}{\partial x_n} + \text{h.o.t.}$$

with respect to local diffeomorphisms one has, in terms of the notations of Section 2,

$$r = n, \quad m_i = 1, \ 1 \leq i \leq n, \quad s = n^2, \quad q = 0, \quad \mathcal{F}_{1,m} = (\mathcal{A}_n)_{>1}.$$
The group $\mathcal{G}$ acts on the affine space $I + A_n(M_{n \times n})_{>0}$. Here, $I$ denotes the constant matrix $I = \text{diag}(1, \ldots, 1)$. The action is as follows:

$$(\text{id} + \phi(x))_*(I + M(x)) = (I + D\phi(x))^{-1}(I + M(x + \phi(x))).$$

It is a differential action of order 1. The linear operator $S$ is the operator

$$S_1 : (A^n_n)_{>1} \rightarrow A_n(M_{n \times n})_{>0}, \quad S_1(\phi) = -D\phi(x).$$

Hence, we define

$$T_1(M : \phi) := [(I + D\phi(x))^{-1} - I + D\phi(x)](I + M(x + \phi(x)))$$

$$- D\phi(x)M(x + \phi(x)) + M(x + \phi(x)).$$

Therefore, we have

$$(\text{id} + \phi(x))_*(I + M(x)) = I + S_1(\phi) + T_1(M : \phi).$$

Note that $T(M, 0)$ has order $\geq 1$ at the origin. Let us investigate the regularity of $T_1$. We have

$$\frac{\partial T_1}{\partial \phi}(\phi)G(x) = [(I + D\phi(x))^{-1} - I + D\phi(x)]DM(x + \phi(x))G$$

$$+ D\phi(x)DM(x + \phi(x))G(x) + DM(x + \phi(x))G(x).$$

Since $M$ vanishes at the origin, the coefficient in front of $G$ has order $\geq 0 = p_{j,0}$. On the other hand, we have

$$\frac{\partial T_1}{\partial \phi^i}(\phi)DG(x) = \left[\sum_{k \geq 2} (-1)^k k[D\phi(x)]^{k-1}DG \right](I + M(x + \phi(x))) + DG(x)M(x + \phi(x)).$$

Since $\phi$ has order $\geq 2$ at the origin, it follows that $D\phi(x)$ has order $\geq 1$. Moreover, $M$ has order $\geq 1$ at the origin. Hence the coefficient in front of $DG$ has order $\geq 1 = p_{j,1}$, for all $1 \leq j \leq n$. Therefore, the differential analytic map $T_1$ is regular.

To find a complementary space to the image of $S_1^{(i)}$, the restriction of $S_1$ to $(A^n_n)^{(i)}$, we use the following inner product introduced by G. Belitskii (in fact, it goes back to [12]) and used by him to construct a number of formal normal forms in various local classification problems [7].

**Definition A.3.** The Belitskii inner product of two homogeneous functions of $n$ variables of the same degree $i$ is defined as follows:

$$f = \sum_{|\alpha| = i} f_\alpha x^\alpha, \quad g = \sum_{|\alpha| = i} g_\alpha x^\alpha \implies \langle f, g \rangle = \sum_{|\alpha| = i} \alpha! f_\alpha \overline{g_\alpha}.$$ 

Here $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a multi-index, $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$ and $\alpha! = \alpha_1! \cdots \alpha_n!$. The inner product of tuples of functions $f, g \in (A^k_n)^{(i)}$, $f = (f_1, \ldots, f_k)$, $g = (g_1, \ldots, g_k)$ is defined by

$$\langle f, g \rangle = \langle f_1, g_1 \rangle + \cdots + \langle f_k, g_k \rangle.$$

This inner product is very convenient because of the following statement.
Proposition A.4 ([7]). The operator \( f \rightarrow \frac{\partial f}{\partial x_j} \) is the adjoint operator, with respect to the Belitskii inner product, of the operator \( g \rightarrow x_j g \).

As an immediate corollary of this proposition we obtain that the adjoint operator to the operator \( (A.5) \) with respect to the Belitskii inner product has the form \( M(x) \rightarrow -M(x) \cdot x \). Therefore the orthogonal complement to the image of \( \mathcal{S}_1^{(l)} \) consists of the matrices \( M(x) \) such that \( M(x) \cdot x = 0 \). Now the first normal form of Theorem A.2 holds in the formal category by Proposition 2.8.

Now, for the problem of local classification of Riemannian metrics on \( \mathbb{R}^n \), viewed as the problem as classification of the \( n \)-tuples of vector fields of the form \( (A.4) \) with respect to local diffeomorphisms and multiplication by a matrix-function \( \exp Q(x) \), \( Q(x) \in \text{so}(n)(x) \), one has, in terms of the notations of Section 2

\[
\begin{align*}
&\quad r = n + \frac{n(n - 1)}{2}, \quad m_i = 1, \ 1 \leq i \leq n, \quad m_i = 0, \ n + 1 \leq i \leq r, \\
&\quad s = n^2, \quad q = 0, \quad \mathcal{F} = (\mathbb{A}_n^n)_{>1} \times \mathbb{A}_n(\text{so}(n))_{>0}.
\end{align*}
\]

The group \( \mathcal{G} = \text{id} + \mathcal{F} \) acts the affine space \( I + \mathbb{A}_n(M_{n \times n})_{>0} \) as follows:

\[
\begin{align*}
&\quad (\text{id} + \phi(x), \exp Q(x))_*(I + M(x)) = \exp Q(x) \cdot (I + D\phi(x))^{-1}(I + M(x + \phi(x))). \\
&\quad \text{The linear operator } \mathcal{S}_2 \text{ is the operator} \\
&\quad (A.6) \quad \mathcal{S}_2 : (\mathbb{A}_n^n)_{>1} \times \mathbb{A}_n(\text{so}(n))_{>0} \rightarrow \mathbb{A}_n(M_{n \times n})_{>0}, \\
&\quad \mathcal{S}_2(\phi(x), Q(x)) = -D\phi(x) + Q(x).
\end{align*}
\]

Let us define

\[
\mathcal{T}_2(M; \phi, Q) := (I + Q)\mathcal{T}_1(M; \phi) + Q \mathcal{S}_1(\phi) + \left( \sum_{k \geq 2} \frac{Q^k}{k!} \right)(I + \mathcal{S}_1(\phi) + \mathcal{T}_1(M; \phi)).
\]

We have \( \text{ord}_0(\mathcal{T}_2(M; 0)) \geq 1 \). From the previous computation and the fact that \( Q \) has order \( \geq 1 \) at the origin, we obtain

\[
\begin{align*}
&\quad \text{ord}_0 \left( \frac{\partial \mathcal{T}_2}{\partial \phi} \right) \geq 0 = p_{j,0}, \quad 1 \leq j \leq n, \\
&\quad \text{ord}_0 \left( \frac{\partial \mathcal{T}_2}{\partial \phi'} \right) \geq 1 = p_{j,1}, \quad 1 \leq j \leq n, \\
&\quad \text{ord}_0 \left( \frac{\partial \mathcal{T}_2}{\partial Q} \right) \geq 1 = p_{j,0}, \quad n + 1 \leq j \leq r.
\end{align*}
\]

Therefore, \( \mathcal{T}_2 \) is regular. Using Proposition A.4 it is easy to prove that the adjoint operator to \( (A.6) \) with respect to the Belitskii inner product has the form

\[
M(x) \rightarrow \left( -M(x) \cdot x, \frac{1}{2}(M(x) - M'(x)) \right).
\]

Indeed, since \( Q + Q' = 0 \), we have

\[
\langle Q, M \rangle = -(Q, M')
\]
for any matrix germ. As a consequence, we have
\[
\{ \mathcal{S}_2(\phi, Q(x)), M \} = \{ -D\phi(x) + Q(x), M \} = \{ \phi, -M_x \} + \{ Q, M \}
\]
\[
= \{ \phi, -M_x \} + \left\{ Q, \frac{1}{2}(M - M^t) \right\}.
\]
As a consequence the orthogonal complementary space with respect to the Belitskii inner product gives the normal form of Theorem A.2 for Riemannian metrics in the formal category.

In the same way we obtain the normal form of Theorem A.2 for conformal structures. In this case we have
\[
r = n + \frac{n(n - 1)}{2} + 1, \quad m_i = 1, \quad 1 \leq i \leq n, \quad m_i = 0, \quad n + 1 \leq i \leq r, \]
\[
s = n^2, \quad q = 0, \quad \mathcal{F} = (\mathbb{A}^n_{>1})_n \times (\mathbb{A}(n))_{>0} \times (\mathbb{A}^1_{>0}).
\]
The action is defined to be
\[
(\text{id} + \phi(x), \exp Q(x), 1 + h(x))_* (I + M(x))
\]
\[
= (1 + h(x)) \exp Q(x) \cdot (I + D\phi(x))^{-1}(I + M(x + \phi(x))),(1 + h(x)) \exp Q(x) \cdot (I + D\phi(x))^{-1}(I + M(x + \phi(x))),
\]
and the operator $\mathcal{S}_3$ has the form
\[
\mathcal{S}_3 : (\mathbb{A}^n_{>1})_n \times (\mathbb{A}(n))_{>0} \times (\mathbb{A}^1_{>0})_n \rightarrow (\mathbb{A}^n_{>1})_n \rightarrow (\mathbb{A}(n))_{>0} \rightarrow (\mathbb{A}^1_{>0}).
\]
\[
\mathcal{S}_3(\phi(x), Q(x), h(x)) = -D\phi(x) + Q(x) + h(x) \cdot I.
\]
We define the associated differential analytic map of order $(1, \ldots, 1, 0, \ldots, 0)$ by
\[
\mathcal{T}_3(M; \phi, Q, f) := \mathcal{T}_2(M; \phi, Q) + h \mathcal{S}_2(\phi, Q) + h \mathcal{T}_2(M; \phi, Q).
\]
We have $\text{ord}_0(\mathcal{T}_3(M; 0)) \geq 1$. Moreover, we have
\[
\text{ord}_0 \left( \frac{\partial \mathcal{T}_3}{\partial \phi} \right) \geq p_{i,0}, \quad 1 \leq i \leq n,
\]
\[
\text{ord}_0 \left( \frac{\partial \mathcal{T}_3}{\partial \phi'} \right) \geq 1 = p_{i,1}, \quad 1 \leq i \leq n,
\]
\[
\text{ord}_0 \left( \frac{\partial \mathcal{T}_3}{\partial Q} \right) \geq 1 = p_{i,0}, \quad n + 1 \leq i \leq r - 1,
\]
\[
\text{ord}_0 \left( \frac{\partial \mathcal{T}_3}{\partial h} \right) \geq 1 = p_{r,0}.
\]
The conjugate linear operator with respect to the Belitskii inner product has the form
\[
M(x) \rightarrow \left( -M(x) \cdot x, \frac{1}{2}(M(x) - M^t(x)), \text{trace } M(x) \right),
\]
which implies the last normal form of Theorem A.2 in the formal category.

A.3. Big denominators. Proof of Theorem A.2. The action of the group in each of the classification problems of this section is a differential action of order

- $m = (1, \ldots, 1) \in \mathbb{N}^n$ for tuples of vector fields,
- $m = (1, \ldots, 1, 0, \ldots, 0) \in \mathbb{N}^{n+n(n-1)/2}$ for Riemannian metrics,
- $m = (1, \ldots, 1, 0, \ldots, 0) \in \mathbb{N}^{n+n(n-1)/2+1}$ for conformal structures.
In this subsection we will prove that we have big denominators of order 1 and that the formal normal form in Theorem A.2 is uniformly bounded. In other words, we will prove that the assumptions of Theorem 2.13 hold true and consequently Theorem A.2 holds not only in formal but also in analytic category. Introduce

\[ N = \{ A \in \mathcal{A}_n(M_{n \times n}) : A(x) \cdot x \equiv 0 \}, \]

\[ N_{RM} = \{ A \in \mathcal{A}_n(M_{n \times n}) : A(x) \cdot x = 0, A(x) \equiv A'(x) \}, \]

\[ N_{CS} = \{ A \in \mathcal{A}_n(M_{n \times n}) : A(x) \cdot x \equiv 0, A(x) \equiv A'(x), \text{ trace } A(x) \equiv 0 \}. \]

To prove that the assumptions of Theorem 2.13 hold true, we have to work with the equations

\begin{align*}
(A.8) & \quad A - D\phi \in N, \\
(A.9) & \quad A - D\phi + Q \in N_{RM}, \quad Q = -Q', \\
(A.10) & \quad A - D\phi + Q + h \cdot I \in N_{CS}, \quad Q = -Q',
\end{align*}

with respect to \( \phi \in \mathcal{A}_n(M_{n \times 1}), Q \in \mathcal{A}_n(M_{n \times n}), h \in \mathcal{A}_n \). The fact that the assumptions of Theorem 2.13 hold true follows from the following proposition.

**Proposition A.5.** Consider equations (A.8)–(A.10) with \( A \in \mathcal{A}^{(i)}_n(M_{n \times n}) \) for \( i \geq 2 \). In case of equation (A.10) assume that \( n \geq 3 \). Each of these equations has a unique solution such that \( D\phi \in \mathcal{A}^{(i+1)}_n(M_{n \times 1}), Q \in \mathcal{A}^{(i)}_n(M_{n \times n}), h \in \mathcal{A}^{(i)}_n \), and for some \( C > 0 \) which depends neither on \( i \) nor on \( A \) one has the estimates

\[ \| \phi \| < \frac{C}{i} \| A \|, \quad \| R \| < C \| A \|, \quad \| h \| < C \| A \| \]

where the norm \( \| \cdot \| \) of a matrix whose entries are homogeneous functions is the maximum of the norms of the entries and the norm of a homogeneous function is the sum of the absolute values of its coefficients.

The rest of the section is devoted to the proof of this proposition. The proof is very simple for equation (A.8) and more involved for (A.9) and (A.10), especially for (A.10). Throughout the proof we will use the Euler vector field

\[ E = x_1 \frac{\partial}{\partial x_1} + \cdots + x_n \frac{\partial}{\partial x_n}. \]

**Proof of Proposition A.5 for equation (A.8).** This equation can be written in the form

\[ A(x) \cdot x - \phi'(x) \cdot x \equiv 0 \]

or equivalently \( E(\phi(x)) = A(x) \cdot x \) \((E(\phi(x))\) denotes the vector \((E(\phi_i(x)))_{i=1,\ldots,n}\). Since \( A(x) \in \mathcal{A}^{(i)}_n(x) \), this equation has unique solution

\[ \phi(x) = \frac{1}{i + 1} A(x) \cdot x \in \mathcal{A}^{(i+1)}_n(M_{n \times 1}) \]

which implies Proposition A.5 for equation (A.8). \( \square \)
Proof of Proposition A.5 for equation (A.9). This equation can be expressed in the form

\[ \phi'(x) - (\phi'(x))^t - 2Q(x) = A(x) - A'(x), \]
\[ (\phi'(x) - Q(x)) \cdot x = A(x) \cdot x. \]

We can exclude \( Q(x) \) from the first equation:

(A.11) \[ Q(x) = \frac{1}{2}(\phi'(x) - (\phi'(x))^t - A(x) + A'(x)). \]

The second equation takes the form

(A.12) \[ (\phi'(x) + (\phi'(x))^t) \cdot x = (A(x) + A'(x)) \cdot x. \]

Introduce the function

(A.13) \[ U(x) = \langle \phi(x), x \rangle \quad \text{and} \quad \nabla U(x) = \left( \frac{\partial U}{\partial x_1}, \ldots, \frac{\partial U}{\partial x_n} \right)^t \]

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product of two \( n \)-tuples. Note that

\[ \phi'(x) \cdot x = E(\phi(x)), \quad (\phi'(x))^t \cdot x = \nabla U(x) - \phi(x). \]

Therefore equation (A.12) can be expressed in the form

(A.14) \[ E(\phi) - \phi = -\nabla U(x) + (A(x) + A'(x)) \cdot x. \]

Take the inner product of this equation with the vector \( x \). We obtain

(A.15) \[ \langle E(\phi(x)), x \rangle - U(x) = -\langle \nabla U(x), x \rangle + \langle (A(x) + A'(x)) \cdot x, x \rangle. \]

Note that \( \langle E(\phi), x \rangle = E(U(x)) - U(x) \) and \( \langle \nabla U(x), x \rangle = E(U(x)) \). Therefore (A.15) gives the following equation for \( U(x) \):

(A.16) \[ E(U(x)) - U(x) = \frac{1}{2} ((A(x) + A'(x)) \cdot x, x). \]

Since \( A \in \mathbb{A}_n^{(i)}(\mathcal{M}_{n \times n}) \), it follows that \( ((A(x) + A'(x)) \cdot x, x) \in \mathbb{A}_n^{(i+2)}(\mathcal{M}_{1 \times 1}) \). Therefore equation (A.16) has the unique solution

\[ U(x) = \frac{1}{2(i + 1)} ((A(x) + A'(x)) \cdot x, x). \]

Returning to (A.14) we obtain that \( \phi(x) \) satisfies the equation

\[ E(\phi(x)) - \phi(x) = f(x) - \frac{1}{2(i + 1)} \nabla (f(x), x) \]

where

(A.17) \[ f(x) = (A(x) + A'(x)) \cdot x. \]

Since \( f \in \mathbb{A}_n^{(i+1)} \), we see that these equations have unique solutions

(A.18) \[ \phi(x) = \frac{1}{i} f(x) - \frac{1}{2 \cdot i \cdot (i + 1)} \nabla (f(x), x). \]
Thus equation (A.9) has a unique solution $\phi \in \mathbb{A}^{(i+1)}_n(M_{n \times 1})$, $Q \in \mathbb{A}^{(i)}_n(M_{n \times n})$ where $\phi$ is defined by (A.18) and $Q$ is defined by (A.11). The vector function $f$ is defined by (A.17). We see from (A.17) that $\|f\| < C_1 \|A\|$. Since $(f(x), x)$ is a homogeneous degree $(i + 2)$ function, it follows that $\|\nabla(f(x), x)\| < C_2(i + 2) \|A\|$. Here $C_1, C_2$ do not depend on $i$. Now we see from (A.18) that $\|\phi\| < \frac{C_3}{i} \|A\|$ and using this estimate we see from (A.11) that $\|Q\| < C_4 \|A\|$ for some $C_3, C_4$ which do not depend on $i$. \hfill $\Box$

 Proof of Proposition A.5 for equation (A.10). This equation can be expressed in the form
\[
\phi'(x) - (\phi'(x))^T - 2Q(x) = A(x) - A^T(x),
\]
\[
(\phi'(x) - Q(x)) \cdot x = A(x) \cdot x + h(x) \cdot x,
\]
\[
\text{trace } \phi'(x) = \text{trace } A(x) + nh(x).
\]
We can exclude $Q(x)$ from the first equation:
\[
(A.19) \quad Q(x) = \frac{1}{2}(\phi'(x) - (\phi'(x))^T - A(x) + A^T(x)).
\]
Substituting to the second and the third equations, we obtain the following system for $\phi(x)$ and $h(x)$:
\[
(A.20) \quad (\phi'(x) + (\phi'(x))^T) \cdot x = (A(x) + A^T(x)) \cdot x + 2h(x) \cdot x,
\]
\[
(A.21) \quad \text{trace } \phi'(x) = \text{trace } A(x) + nh(x).
\]
Our way of solving this system is as follows. We solve equation (A.20) with respect to $\phi(x)$ in the same way as in the previous subsection. After that (A.21) becomes an equation for $h(x)$ only. Thus we work with equation (A.20). Introduce, as in the previous subsection, the function $U(x)$ by (A.13). In the same way as in the previous subsection we obtain
\[
(A.22) \quad E(\phi) - \phi = -\nabla U(x) + (A(x) + A^T(x)) \cdot x + 2h(x) \cdot x.
\]
Let
\[
(A.23) \quad f(x) = (A(x) + A^T(x)) \cdot x.
\]
We have
\[
(A.24) \quad \|f\| < C_1 \|A\|
\]
for some $C_1$ which does not depend on $i$. Taking the inner product of (A.22) with the vector $x$, we obtain, like in the previous subsection,
\[
E(U(x)) - U(x) = \frac{1}{2} (f(x) \cdot x, x) + h(x)(x_1^2 + \cdots + x_n^2)
\]
and it follows that
\[
U(x) = \frac{1}{2(i + 1)} (f(x) \cdot x) + \frac{1}{i + 1} h(x)(x_1^2 + \cdots + x_n^2).
\]
Introduce
\begin{equation}
(A.25) \quad g(x) = \nabla(\langle f(x) \cdot x \rangle).
\end{equation}

From (A.24) it follows that
\begin{equation}
(A.26) \quad \|g\| < C_2 \cdot i \cdot \|A\|
\end{equation}
for some $C_2$ which does not depend on $i$. Returning to equation (A.22) we obtain
\[E(\phi) - \phi = f(x) - \frac{1}{2(i + 1)}g(x) - \frac{1}{i + 1}\nabla(h(x)(x_1^2 + \cdots + x_n^2)) + 2h(x) \cdot x.\]

Since
\[
\nabla(h(x)(x_1^2 + \cdots + x_n^2)) = (x_1^2 + \cdots + x_n^2)\nabla h(x) + 2h(x) \cdot x
\]
and $\phi \in \mathcal{A}_{n}^{(i+1)}(\mathcal{M}_{n \times 1})$, we obtain
\begin{equation}
(A.27) \quad \phi(x) = \frac{1}{i} f(x) - \frac{1}{2i(i + 1)}g(x) - \frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2)\nabla h(x) + \frac{2}{i + 1} h \cdot x.
\end{equation}

Let $\phi(x) = (\phi_1(x), \ldots, \phi_n(x))^t$ and let
\begin{equation}
(A.28) \quad s(x) = \frac{1}{i} f(x) - \frac{1}{2i(i + 1)}g(x) = (s_1(x), \ldots, s_n(x))^t,
\end{equation}
\begin{equation}
\quad w(x) = \frac{\partial s_1(x)}{\partial x_1} + \cdots + \frac{\partial s_n(x)}{\partial x_n}.
\end{equation}

From (A.24) and (A.26) it follows that
\begin{equation}
(A.29) \quad \|w\| < C_3 \|A\|
\end{equation}
for some $C_3$ which does not depend on $i$. We have, for each $k \in \{1, \ldots, n\}$,
\[
\frac{\partial \phi_k(x)}{\partial x_k} = \frac{\partial s_k(x)}{\partial x_k} - \frac{2}{i(i + 1)}x_k \frac{\partial h}{\partial x_k} - \frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2) \frac{\partial^2 h}{\partial x_k^2} + \frac{2}{i + 1} x_k \frac{\partial h}{\partial x_k} + \frac{2}{i + 1} h
\]
and it follows that
\[
\text{trace } \phi'(x) = w(x) - \frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 h}{\partial x_1^2} + \cdots + \frac{\partial^2 h}{\partial x_n^2} \right) + \frac{2(i - 1)}{i(i + 1)} E(h(x)) + \frac{2n}{i + 1} h(x).
\]

Since $h(x) \in \mathcal{A}_{n}^{(i)}$, we have $E(h(x)) = ih(x)$ and consequently
\[
\text{trace } \phi'(x) = - \frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 h}{\partial x_1^2} + \cdots + \frac{\partial^2 h}{\partial x_n^2} \right) + \frac{2(i + n - 1)}{i + 1} h(x) + w(x).
\]

Now we return to equation (A.21). Let
\[
z := w - \text{trace } A \in \mathcal{A}_{n}^{(i)}.
\]
From (A.29) we obtain

(A.30) \[ \|z\| < C_4 \|A\| \]

for some $C_4$ which does not depend on $i$. Equation (A.21) takes the form

(A.31) \[ \frac{1}{i(i+1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 h(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 h(x)}{\partial x_n^2} \right) + \frac{(n-2)(i-1)}{i+1} h(x) = z(x). \]

Now we need the following statement.

**Lemma A.6.** Let $n \geq 3$, $i \geq 2$. For any given $z \in \mathbb{A}^{(i)}_n$, equation (A.31) has a unique solution $h \in \mathbb{A}^{(i)}_n$ and one has $\|h\| < C\|z\|$ where the constant $C$ does not depend on $i$.

This lemma is proved below. Proposition A.5 for equation (A.10) and $i \geq 2$ is a direct corollary of Proposition A.6, formula (A.27) expressing $\phi$ in terms of $h$, formula (A.19) expressing $Q$ in terms of $\phi$, and estimates (A.30), (A.24), (A.26). Indeed, $w$ is known from $A$, so is $z$ with estimate (A.30). According to the previous proposition, $h$ solves (A.31) with estimate $\|h\| \leq \tilde{C} \|A\|$. Since $s$ is known from $A$, so is $\phi$ (A.27) and it satisfies $\|\phi\| \leq \tilde{C} \|A\|$. Finally, $Q$ is known from $A$ and satisfies $\|Q\| \leq \|A\|$ and so does $R$. To complete the proof of Proposition A.5, it remains to prove Lemma A.6.

**Proof of Lemma A.6.** Consider the linear operator $L_i : \mathbb{A}^{(i)}_n \rightarrow \mathbb{A}^{(i)}_n$,

$$L_i(h) = \frac{1}{i(i+1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 h(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 h(x)}{\partial x_n^2} \right) + \frac{(n-2)(i-1)}{i+1} h(x).$$

The key point is that the operator $L_i$ is selfadjoint with respect to the Belitskii inner product. It is easy to see that this property of $L_i$ reduces the lemma to the following statement: the eigenvalues of $L_i$ are bigger than a positive constant which does not depend on $i$. We will prove that all eigenvalues of $L_i$ are bigger than $1/2$.

Consider any eigenvector $h(x) \in M^{(i)}_{1\times 1}$ of $L_i$ corresponding to the eigenvalue $\lambda$:

$$\frac{1}{i(i+1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 h(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 h(x)}{\partial x_n^2} \right) = (\lambda - \lambda_1) h(x)$$

with

$$\lambda_1 = \frac{(n-2)(i-1)}{i+1}.$$

If

$$\frac{\partial^2 h(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 h(x)}{\partial x_n^2} = 0,$$

then $\lambda = \lambda_1$. If

$$\frac{\partial^2 h(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 h(x)}{\partial x_n^2} \neq 0,$$

then $h(x)$ must have the form

$$h(x) = (x_1^2 + \cdots + x_n^2) \widetilde{h}(x), \quad \widetilde{h}(x) \in M^{(i-2)}_{1\times 1}.$$
and it is easy to compute that $\tilde{h}(x)$ satisfies the equation

\[
\frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 \tilde{h}(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 \tilde{h}(x)}{\partial x_n^2} \right) = (\lambda - \lambda_1 - \lambda_2)\tilde{h}(x)
\]

with

\[
\lambda_2 = \frac{4(i - 2) + 2n}{i(i + 1)}.
\]

If

\[
\frac{\partial^2 \tilde{h}(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 \tilde{h}(x)}{\partial x_n^2} = 0,
\]

then $\lambda = \lambda_1 + \lambda_2 > \lambda_1$. If

\[
\frac{\partial^2 \tilde{h}(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 \tilde{h}(x)}{\partial x_n^2} \neq 0,
\]

then $\tilde{h}(x)$ must have the form

\[
\tilde{h}(x) = (x_1^2 + \cdots + x_n^2)\hat{h}(x), \quad \hat{h}(x) \in \mathcal{M}_{i-2}^{i-2}.
\]

In this case $\hat{h}(x)$ satisfies the equation

\[
\frac{1}{i(i + 1)}(x_1^2 + \cdots + x_n^2) \left( \frac{\partial^2 \hat{h}(x)}{\partial x_1^2} + \cdots + \frac{\partial^2 \hat{h}(x)}{\partial x_n^2} \right) = (\lambda - \lambda_1 - \lambda_2 - \lambda_3)\hat{h}(x)
\]

with

\[
\lambda_3 = \frac{4(i - 4) + 2n}{i(i + 1)}.
\]

Continuing in the same way, we come to the conclusion $\lambda \geq \lambda_1$ for any eigenvalue $\lambda$ of $L_i$.

Since $n \geq 3$ and $i \geq 2$, we have $\lambda \geq \frac{1}{2}$ for any eigenvalue $\lambda$ of $L_i$. \qed
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